
Lecture 24

Last time Today
Strong Markov Property I Continuous artingales
- Reflection Principle D BM as a martingale

Continuous Martingales
Given a right-continuous filtration []
We say that a process EXER is

a martingale if
(1) El HE.

(2) X
+
EmE

(3) >< + =>> E-IFs] = Xs.

Theorem (B) :Assume Xe is a right-continuous
-

martingale wr.t . to a right-continuous
filtration, and T is a stopping time

sit. JC0 with ICT <) =1 . Then

#X+ = EXo . +

Proof : We only give a sketch of the proof :-

-



1. Define stopping times T S .t. Th takes

values in a discrete set A
K
and T T.

2
.
Restricted to Sk , the process is a

discrete-time martingale . Use Optional stopping
to conclude

X = #Xo .

3 . Since Xy is right continuous -> Xp**
a.S.

4 . Use the fact that > is bounded to
conclude that & is Ul . Then

,

argue that * +x-> >
in 12

El

BM as a martingale
Theorem (I :Be is a martingale w .r. t. It
-

Proof We focus on (3), the Markov Proper-i

by implies Normality
EBs] = Ep(Be-s) = Bs . E

Fact : For any at , Ta = inf2t >0 : Bay
↑

X a .S.

Theoremil <x > b = Px(Ta <Ty) =-



(b - x) /(b -a).

Proof- : Let = Tantb , by the fact
> a.s. Using Theorems(B) and CX)
we derive x = Ex B(TN) · Letting *

and using BCT, we have

x = a 1x (Ta <Tp) + b(1 - Py(Ta <Tp)
the result follows by rearranging. #
Theorem() BE -t is a martingale.
Proof : We write (Bs + (By - Bs))-

Ex (BE/[s) = Ex (Bs2+ 2Bs (B1- Bs ) +
(B+ -Bs)21ts)

= B2 + 2Bs E (B1-BsIFs)

Normality + Ex(B) -Bs) Its]
D
= B + t -S .

El

Theorem : Let 7 = inf &t : By (a, b) ) where
-

a > b. Then T = - ab .

Interpration : BM grows on average like E,
since (v7 inf (s>0 : BsE - =

,v)I
#T = t.



Proof By Theorems (B) and (*) we have-
:

#
.
(B (TM) = EIT) · Taking Ex

and using MeT gives EoT . Using BCT

and Theorem (=)

B(T ->#B = a + b = -abilb -a

We can also get results for exponentials
Theorem (For any positive scalar ⑦20,
-

explEB-0t/) is a martingale.
Proof : Again we add and substract

Ex[exp(B1)IFs] = exp(oBs) E(exp((B-Bs))
IFs]

= exp(GBs) exp((t-s)/2)
where the last equality follows since
explo(B1-Bs)) is independent of Bs and

B1-Bs NCo
, +-s). Rearranging gives the

result.
El

Using this result we give a closed
~

form expression Exp1-xTal with



Ta= inf <6 > 0 : B =a).

Theorem : For every 670 , we have

to exp(tal = expl-arx).

Prof : By Theorems (B) and (), we have

1 to exp(GBT-02TaNt/2) , taking
A = EX and letting try via BCT

gives
1 = expla loexp)-)Tal ,

which is equivalent to the desired result.
El

In turn
,
we can apply this recipe

to polynomials satisfying the heat equation
Theorem : If uCt,x) is a polynomial in-
and S .t.

2 + 2 =0
-

2x2

-> ult, Be is a martingale. --
We refer the interested reader to Theorem

7 .5.8 of Durreff. In summary this

Theorem applies to all the martingales me



have seen today Leven the exponential
one why?) , and can get it us even

further results.

Recap of theClass

Asymptotics in distribution
- Central Limit Theorem.

↳ Law of care events.
D Martingales
MarkovChain

Brownian Motion.

See you next week for the project
presentations!


