
Lecture 23

Last time Today
Markov property / strong Markov property
↳ consequences Consequences
Question : Imagine we start Bo = 0 , then

what is the less likely point t .= 20, 1)
to be the last point in [0, 1) By=0?
What's the distribution of 1-sup2t : B =0??
The answer to the first question
is 2 !

Stopping times

We say that a Filtration & is right
continuous if

M Fg = F1 .
St

The reason we Like right continuous

filtrations is that they make infenitesimals
into the future negligable.
Def : We say that a random variable
-



Sin 10,0] is a stopping time wr.t.
a filtrations G if &SEE
Ht

. X ↑This is the same as 9S[tY EFE
if 24 1S U.C. Why?

We need to understand What tijpe of
things are stopping times?
O: say that G & I is an open

set
or a closed set

.
Is T= f +: BEGY

a stopping time? Yes !

Theorem If G is an open set, then-a
TG is a stopping time.

Proof : Since G is open and t -> B
+ is

continuos
,
then

GTc +Y = u &BqEGY ,
qct
g O

this we conclude that <TEGEFt .
It

Theorem : Suppose that In is a sequent-

Cl of stopping times
. If either



TuT or ThNT.

Then
, T is a stopping time. ↑

Proof : It suffices to note that
-

&<ES = UCTtS and Get] =Mini
,

Theorem : If G is closed , then TG is
-

a stopping time

Proof Let B(x
,
6) = 2 : /y-xI r] , let

-
:

Gn = U B(X) and let n
= inf220 :

EX

BEEGng . Since On is open E Tn is astopping
time. Next we show that ThT

.

Notice

that by construction Tn &T and
F

Tn ↑ · for some t . Since BE
-

Gu n = Bin + BE G and So

+ 2T - dim Tn = T . I

strong Markov Property
We develop an analogue of the
SMP . We now define the random shift
operator. Given a nonnegative or S in

[0, ] J define
E A on 25-Y(Os(w)) (t) =
W(S()++) on A)

Extra symbol.



We also define the information known at

time S :

Es =4 A :ASE for all 20%.

Proposition : If S& T are stopping times
- Is & Ft T

Proposition : If Th 7 are stopping times
-> = 1 Fin ↑

Exercise : Prove these two facts !

Theorem (Strong Markov Property). Let-

(s ,()
-> Ys(w) be bounded and Rx

measurable. If S is a stopping time,
then for all xE IR

Ex[Ys00s IFs] = EYs on 4).
A T

Function Y(x,t) =Ex YL
evaluated of x=Bs and S.

The proof of this result is similar
to the one We covered in Lecture 16

Calbeit much more technical)
,
see Theorem



7. 3 . 9. in Durrett
.

Reflection Principle
Let a 0 and Taz inf t : By =a)
Theorem :

IP
. (Ta <+( = 2

o
(BI a)

.

Proof : We shall see that
-

PoCTa < + , B1> ) = =PolTa < E), (D)
which right away implies :

P(Tact) = 2 Po(B2a
*
since <Ta<) = &Ba).

We focus on (B). We will use the SMP , define
if Sct, w(t -s) > a,Ys(w) = < otherwise.

If we let s = inf(st : B =a) with info
=X
,
then

Ys(Es (w)) =<ifst, one
So SMP gives
E . (Ys0IFs) = EBslYs) = #aCYs)

on <50 = < Ta<th
= 2 - Gaussian centered

at a.



Taking expectations
Pota<+, B19) = Eo[0Es) S]

= [201F,]]]
=E , [1 <Ta<+]]

=P (Ta <t) . El

But this means that we have a closed

form for the dist . of Tai
LP

.

(Ta [t) =21Po(B+ a) =
- exp(-x t) dy ·
↑

Recall we were interested in 1 = inf2t11 : B=0).
Then

,
HW 5
↓ -x

1. (L [t) = S
.
Pe(o,y) y (To > 1-1) dy

=2)
°

(2+ 1)
2 exp)- 4/25)

& Y
-

(2πn)- exp(- x"/et)dxS1-s
Change of variables and

simplifications
t

=

J (S11-5 As = arcsin(s)



Thus
,
the density of 1 is (1-51)"

which looks like

!I
re-


