
Lecture 20 Wed Apr/3/2024
Last time Today
Aperiodicity ↑ Brownian MotionConvergence Thm. Existence

Last class on MC.

Brownian Motion
So far in this class we have study
several general objects that exhibit

convergence mild assumptions.
(Martingales

under
and MarkovChains).

For the remainder of this class
We will focus on a single Stochas
tie process that does not converge
but if is in a certain sense universal
and so it is central in multiple areas
of Applied Math

:
the Browman Motion.

A bit of history-g Cescribed the physicalRobert Brown 1827 D
Phenomenon for pollen
suspended in water)



Recommedation Veritasium video.
E

Louis Bachelier 1900 (Described the stochas
↑ tic process in his

Founder of Math Finance PhD thesis in finance (
Albert Einstein 1905 (Models the movement

of pollen as

->
the result of it

a

beingEvidence for the existence hit by individual
of atoms water particles).

Jean Derrin 1908 (Experimentally veci-
fieS Einsteins m1926 Nobel Prize -> dell

in Physics .

The formal construction
Unlike all the processes havewe seen

the Brownian Motion is indexed by
Re : By with 20 is a collection

of random variables defined on

a prob . space / , 5 ,
1) st :

1) I to < t ... tn then

B(o)
,
B(ti) - B(to) , ..., B(n) - B(tn)

are independent.
2) If >S ,

BH) - B (5) .~ N(0, t - 5)

3) With probability one, t -> By is can
-



+ B(W) for almost all
tinuous. WER. +

A couple of important facts :
Fact 1 : <B1-Bo , &20] is independent of-

Bo and has the same distribution as the BM
with Bo =0 . +

Fact 2 : If Boo
, then for any 30

-

↑ By 203 Bo +
↑

Formally this just means that Foss ... In

(Bs+ ..., Bent)
+ (Bs
i ..., B>n).

Exercise : Prove there two facts formally.
Existence
Thanks to the two facts we can

focus on proving existence of By for
tE [0,1]=
I and Bo =0 .

Intritively we would like to have

- = 2 Functions : I- R]
5 = 0([c : While to for a↑

Com only
see countable
->

points



Unfortunately the eventfo is continuously
is not measurable. So we need to take

a bit of a detour and consider

Q = 2 m2 : MEN
, MILLY

eq= 2 Functions W:
2
->RY

q= 0([w : (i)A for 25m))
Note that if w continuous then there is
a migue extension i : I + I of W
that is continuous ( (t) ==Y(w)(t) =him u(s))

.SEQ2
S->t

Thus
, if we endow (eq,g) with A

prob . measure n satisfying (1), (2) , and

(3) (restricted to Ch2) then there is

a natural pass from (eq, q,) to
(e, F, IP) vicl Y with

IP =MON!
Thus, we focus on the construction of
M On (eq, Fg) . We define M
by first considering its marginals into



finitely many times.
For

any ... to1
E Q2 , define : Xo =0

M t . ... En (Asc ..., An)
= Jdx , ... Jdxn# (

m
=mu)

.oft-- ...M

Bt - ↳ Al An
mm

1+, t+ it , + ... en) Density of NCO ,Entit.-tn-1

We would like to extend the marginals
to a n defined on (eq , Fg) , we
can do So wich Extension
Theorem, provided

Kolmogorov's

Mt. ...n (A , x ... A- x A x ... An)
(A)

=M .
... An (A .... x A + x Ape...And

Exercise : Prove that ) holds , +

LetM be the extension given by good old
Kolmogorov. We define Be ~u via

B+ (w)
= w(t) .

Exercise : Show that By satisfies (1) and
(2) provided that we restrict EEQ2 · ↑

The difficult part now is to show



that t Be is a.s. continuous
.

Theorem assigns probability one
-

to paths w:z->I that are uniform-
by continuous in 2 .

The proof of this result follows easily
from : Process defined on (2qFl

A D
Theorem (o) : Suppose that ElXs-X-1
& KI-SI* where X, > 0. Then

if y
< /B then with probability

one 7 C(W) so that
g

- 19-rl quez.
-

Proof of Theorem (D) :

Notice that by our construction
EIBI-BsI" = ElBt-s1" = EI(t-s)Bill
= (t -s)2 E By = 3 ( - S1?

* N(0,1)

Thus invoking Theorem ( .) Yields as.

- C sit.

181-Bs/cit-s ,See,



which immediately implies uniform continuity.
+

Proof of Theorem (o) :

Note that it suffices to show that
IXq-Xr/ A 1grp qrEche Sit.

(b) ↑ 19 - U1 ES .

Real valued -
U.V. A(W) , &(W) 20

If (8) holds then s& EQ2
we can find s = $0 ... Sn = t s . t

1Sc-Si-1 & S and

1s-X71 = IXs- Xs , + 12-Xs , 1 . .
. + /X - Youl

= A ((s -s ,/ + . ..
+ /X1 -Su/)

= A 15,1 + ... + /X+ -Sul IS-EX
-

18-t 10 18-710

I A(1)/s - - p
i=1

& Ars") IS-71 .

Thus
,
we focus on proving () .

Let
Gn = S IX(W/2n)

- X (m-=/2) / < -On Ifor all 1 m=22



By Markov's ineg :Ym
-

[IX(/24 - X (m - n)/20n] = [Im1] un
= k2
-(1 +x - 8B)

Thus
, taking union bound

(i) = 2 1 2- (1 +x -UB) = 2 - n(a-0B)

The proof follows from the following
Lemma :

Lemma()On Hn =1In n ,
we have

#q -Xrl1-2 19-r qr- Che
St. 19-r12-*

+
we will come back to the proof of
this Lemma

,
but for now note that

①

(H) < & (2) = & 2-n(x-OB)
= N n-N-

7 -21
- us)

2
- (x -OB)

↓

=

Since 8< = & (H) < X . By
B N= 1



Borell Cantelli , & only holds for finite
Ne so (X) holds, concluding the

Proof of Theorem (. ).
E

NEXT CLASS WE WILL GO BACK TO

THE PROOF OF LEMMA (3).


