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D Uniqueness

Aperiodicity
Our goal today is to understand
the asymptotic distribution. Of Xns

lim 1. (Xn =y
n ->X I

If this yields a probability dist, we can

von Markov chains for a while to sample !
Notice that if y is transcient=> this

limit is zero.

A natural question is when is that
the limit exists ?
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L

-
& &

Si
-- se

Then
,

↓

Xan=S = = 0 .1 = 2n+1
Sil +



We shall see that this periodic behavior
is the only thing preventing convergence.

Def : For any recurrent XES, the period
testof X

,
called dx

,
is the grea

common divisor of Ix= < 11 :p,
x> 0 ].
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The previous example has a period of
two

Example : Consider
So
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There are two cycles including So :

So +> S1 -> 32 -> 33 - So

So + 5 -1 - 3 - So

This
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.
33n , n) , therefore ds.f.
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We say that a chain is aperdic
if dy= x

.
In turn

, a periodicity



Holds for everyone in an irredocible class.
↓

is a "class property&
↑
Lemma (*) : A Pxy > 0 => dy = dy .
Left as exercise.
Lemma (8) : If dy =1 , then , pl (x, x) O

for m ? Mo.
Proof : We will use two claims :
-C
claim : f m St. me,my , then-

the result follows.
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e=1Fact from number theory that we willnot prove .

Let's show that these two imply the
e
= c
- 1 max 20,c)result. Let A
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Then, the result follows by the claim.
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Convergence Theorem
We are now ready to prove the main
result today
Theorem : suppose that a MC with
-

transition prob. p is irreducible and
aperiodic , and was a stationary
distribution

.
Then
, for any

X ES

Px(Xn= ·)
.

Proof: Let S= 5xS and define the
chain given by
F((x, y,) , (x2 , yz)) = p(x,xz) p(y,yz).

D First, we note that p is irreducible.

To see this, note that sincep is
irreducible => FK and L S .t. p()(y , 2)

>O and plCy 1 ,%2)30 . By Lamma (8), M

ChS .t
. p

I· (20 and (M)
(2, ye) 20

= p(k +2 +M) ((X, y,) , (2) y2)) p (1) (X, ( Xz) p(
+M)(X

z, *)

p()(y, , yz)p(k+M)(yc,yz)
2 O .



↳ Second, we note that #((a,b) =#(a)+(b)

defines a stationary distribution (since
both components are ind .) and moreover
5 makes all states S2 recurrent.

This follows from the following
Lemma : If there is a stationary dis-

tribution, then all states y St. (y) 30
are recurrent.

Proof of Lemma : Note that
stationarity

x= (j) (Pr ,y
n= 1

Fubini's- = 2π(X) plex ,y)
*

Formula for
- [π(X) Pxy-

ExNCy) ↑
-

-

1-pyy
It is adist -

S
1

and Oxy 11
.

1-Pyy

so an conclude that Py = 1 . D

D Let (Xn , Yn) p
,
Let T = inf 921 1 n= Yn).

Note that for any fixed * we have



T = inf (21) Xn = Yn =Xy <* a.S. since (* ,X)
is recurrent.
claim : On 27]

,
Xn and Yu have

the same distribution.
Proof of the claim :
((X

n
=

y,+ In)= (T = m
,
Xm = x

, n
=y

A

Markov & IP(T = m
, X m = X ( 1P(Xn = / Xm =*

m=1 *

=2 (T = m
, Ym = x) P(Yn= y( Yn = X)

= 1 (n=y , En) . A

Observe that

1P(Xn= y) = 1P(Yn= y ,TER) + 1P(Xn =y , T > n)
= 1P(Yn =g) + (xn =y , T >n)

Investing the role of Xn and Yn gives
1P(Xn =y) - ((Y n=Y) / = D(Xn = y , T >n )

+ 1P(Yn = y , >n)

Summing over y we get

(D) & /IP(Xn= y) - P(yn
=y)/ = 2 IP(T >).

Y



This holds regardless of how we initial
lizeXo and Yo. Assume Xo = X and

You it . Then, (B) gives
11 x(X n = ·) - C .) Iiv = P(T >n) -> 0.

Recall the TV-disf
from Lecture 4

Then
,
the result follow from the Lemma

in page 4 of Lecture 4 1


