
Lecture 18 Wed Mar/27/2024
Last time Today
D Recap D stationary measures
Recurrence and I -

D Existence

transience D Uniqueness

Stationary Measures

Let s be the state space of a Markov
↑

chain. Today we will cover stationary or
invariant measures .

Def : Let In be a MC with countable
-

state space S
.
A measure M on S is

stationary if
*M(x)p(x,y) =M(y)-

"Prob
.

" of getting to y after initializing with u
and running one step of the M2.

If i is a prob . measure -> is a stationay dist.
Lemma : If M is stationary distribution,
-> Pu(Xn = y) = M(y) Vu

Proof : Exercise. #
-



Example (Asymmetric random walk) : Let
Sn = 231 with P(5 K = 1) = P = 1-I(Ex= -A

.k=)

Let p > g := -p.
Then M(x) = (* )

*
is a

stationary measure. Note that

(4)
*

p(x,y) = M(y +1)p(y+1, y) +M(y -1)p(y-1,y)
= (P/q)y

*

q + (P1) %
-+

p
= (Pg) (p + q)

-(P/q) ...

However,M is not a dist . Since &M(x) = B. t

Example (Lack of uniqueness) : Consider
L 1

Both⑮ vo M ,
(X) = 144 =S14· ·

Si Se and M2(X) = 12X= S2)
are stationary distributions. -

Example (Lack of existence) : Consider

·->D-> -> -> ...

1 1 1

Assume M is a nonzero stationary measure, then
Fy sit M(y) > 0 , induction

1-

↓

- u(dMy=[M(x) P(X, 1) = M(y -1) p(y -1,g)= p(x,u



But also, M(0) + [M(p(x,6) = 0 &+
Existence

Theorem Let An be a MC with
--

countable state space. Assume that Ex
recurrent. Let T = infhnz1 : Xn = x Y

,
then

*

Mx(y) = #x(
=
14xn=yy)= b) Xu= y ,T e

defines a stationary measure. -
Number of times we visit y in one cycle.
Remark : When all states are transcient

3

a stationary measure may or may not
exist I see examples above).

Proof : Define Pn(x,g) = Py(Xn = y , TX > n). By Fubini's-

& cy) ply , z) = & Pn(x, y) P(y , z)
yes

X
YES

=[ Pn(y, y) Ply , z) = .

n =0 YES

We want to show that ④ =Mx(z) .
Consider two cases



Case1 : E# Y

& Pu(x , y) p(y ,z) = 2 Px(Xn = y , Xn+ zz, Tx >n)
y Pn+ (X , z)

Sinceisn Z ---
and we are summing= IPx (Xn =E , Ty > n+1)
every possibility a
Then ④ I E Pn(4 , z) = Pn(y ,z)

n=0 ↑ nzo

= M(z) Po(X,z) =0 since
Y * z-

Cas2 : z = X

& Pu(x , y)p(y ,X) =E IP) Xn = y , Tpn , Yu+
= I (Tx = n+1)

.

Then 80PCT-NT) =& (T x = n

P(Tx = 0) = 0.
If

Uniqueness
We saw an example where we had

two different stationary measures
d

it is easy
to see that their



comic hull would also be stationary.
Exercise (B) :Assume that M ,

and Me are

stationary -> for any B EM we have

that V=<M + BM2 is stationary provided that
U(X) zo KX and 3 X V(X) > 0

-

Broadly speakinguniqueness fails because

of two reasons :

· Multiple irreducible classes Jos :)
.

· Lack of recurrance (in the asymmetric
walk example M(X) = 1 is stationary).

The following Theorem formalizes this
claim

.

Theorem : If a MC is irreducible and

recurrent Call states are recurrent)
,
then,

there is a unique stationary measure

up to constants.

Proof · Fix x ES , let en be a statio-

navy measure ,
we shall prove that

M My Cup to constants) . WLOG setM=1
-



Let y X , by assumption
M(y) = = M(z0) P(zo ,y)

zoES

x
= P(x, y) + E M(z0) p(z0 ,y)

Tot X

M(X) =1. = Px(X1 =Y , [x >1) + E M(z0) p(zo ,Y).
- + XO-

T1
Repeating the argument
T1 - Ex) iesM(z , ) p(z,DP(z0 ,y)

=& P(x, z0) Plzo ,y)
ZotX

+ E M(Z)P(z , zd) p(zo ,y)
Zo,-, 4

= P( * 2 = y , + > 2) +

& M(z)P(z , zd)p(zo ,y)
Zo,-, 4

Inductively we obtain

M(y) I ④ IP [Xn =y , Ty > n] + Mx(y).
m=1

searching contradiction assume that

M(y) - Mx(y) > 0 for some y.



Then by Exercise (B) we get that
V=M-Mx is stationary. Further
since M(x) =My (X) = 1 . U(X) = 0.C

Let K be such that p (4, x) > 0.
Then,
o = v(X) = Ev(z) p'(z, x) = V(y)p()(y,x)20.

zES

So M
=MX .

&


