
Lecture 17 Mon Mar/25/2024

Announcements
· I will rebase a list of potential projects
this week.

· You'll have a week to pick 1 and

3 weeks to prepare a presentation d hour
clast week of class) and 4 to

prepare a document. (Groups of 31)

Last time Today
& Markov Property continued 1 Recap
↳ strong Markov Property Recurrence and
"Applications I transience
Recap
From now on, we assume s is countable.
Recall last time we close with

O

Let Ty = O and for K= 1, Let
(c &(K-1

:pky = inf[n > Ty Xn =yy .

↑ kth time we visit y
We Let Ty = Ty and Pxy = IP(Ty<D)

G · Ny . yy



Theorem : Assume S is countable :
-

K-1

Py(Ty" < x) = Pxy Pyy -

Today understanding
states me gobackoo to
Def : A state x is recurrent If Px = 1.
-

A state x is transcient if P* 1
. -

Example : In HW2 you prove that if-

s = 5, with P(3x = 1) = P(5m= -1)=, thenn

X =0 is recurrent. When IP(3F1)<t
x = 0 is transcient

,
can you prove it?

t
Let's explore a few properties of re
current states.

O 2
Number of times we
visit yLet N(g) = S 14Xn =yy

*

n= 1

Theorem : A state is recurrent if,
--°

and only it, N(X) = *.
*

Proof The result follows from
-

:

#xN(y) = Px(N(y)



I & IxTy
k= 1 (B)

I & Pay Die
I Pxy &

-

1-Pyy [l

The next result shows that recurrance
is contagious.
Theorem D : If x is recurrent and Pxyzo-°

=> y is recurrent and Pyy = 1.
Intuition

*· Y
m
-

If there is a path to from x to y , then we

have a Bernoulli modeling if we go through
I before going back to X

.

Prof : First we prove that Pyx =1 : seeking
contradiction , assome Pyrit. Let

K = inf <K : p()(X ,y)>0 )
↑

Prob of getting from x to
y in K steps.



There is a path x +y ,- ... -> YK-1 ->y so
that

p(Y, yi) p(y,2) ... P(y-1(y) > 0.

SinceK is minimal y:** Vi , then

PX)Tx = b) = p(y, y) p(y,Y2) ... P(y- 1 , y)
1 -Pyx)

> O L
Thus

, Pyx = 1 .
Now we prove that y is recurrent.
Since p

yX
=1
,
we have JL s.%

. P" (y,X)
30. Note that

P
(n + n + k)

(y ,y) = p()(y ,X)p'(X, X) pl
M
(x
,y).

Then
,

#y N(y) = y14Nne
x

I E
n =
1P'(y ,y)

I 2 p( + n + k) (y , y)
n= 1

= p(((y ,x) p
!*(y ,X) & pin) (1 ,)

> & .

Il



Now we introduce to important concepts
that will help is decompose chains :

Def : A set CES is closed if EXEC
-

and yes if Pxy 20 - YEC. A set
DIS is irreducible if x

,yeD we have

Pxy > 0. t

Example : ot
3 I've 1/2

upt · 1 ->⑳ ⑳
T-

Si Sz Si 1 Sz
45.Sel is Closed ESSz) is irreducible
not irreducible not closed.

↑heorem : Let CaS be a finite
-

closed state. Then
,
C contains a recurrent

state. If C is irreducible then all

states in C are recurrent
. t

Intuition : If a set is closed and
-

irreducible we will stay in C and

go back to each of its states i ...

Proof : The second claim follows follows
-



from Theorem 4 . We focus on the first
claim . Suppose seeking contradiction that

Hy EC Pyy<1 , but this implies
>SE

,
N(y)=&[Y (x, y) =&2 p' (x

,e) =   .
↑ yEC

n= ) yeC fin=
C is closed

Since /C/ < x
and (B) . Y

[l

Theorem : Let R = <X :Pxx = 14 . be recurrent-

states of a MarkovChain. Then
,
R :U Ri

where the Ri are irreducible
, closed , disjoint

sets.

Proof : For any recurrent state x
,
define

Ry = 4 y : Pxy > 09 . Consider the collection
4Rx Y

,
we claim that this gives the desi-

red partition . For a given x S by
Theorem X

, if geCy = Pyx = 1> O.
closed : Let We Cy and z s.t . Pwz] 0
-> Pxz = Pew Paz zo => -ECx

.

Irreducible : Let wi text PwzPwx Pxw0
1



Disjoint : Assume zeCx1Cy. Since Cx

is irreducible z is connected to all

I in Ox - y
+> z - W

,
thus CxECy

and similarly Cyc <x . Thus either

Cx =Cy or CNCy . Il

Example:
-

/Si c-- 32-

i↓↑55 37 Sg

Rst
. More generally we can decompose into
irreducible components Rx = 44 : Pxy>0 andg,
which gives a DAG of Pyx >0

irreducibles Yan you prove it?
Where the leaves

areOOOoftheDA
comp


