
Lecture 16

Last time Today
D Formal construction ↑ D strong Markov Property
continued. "Applications

↳ Markov Property

Lemma 2 : For bounded measurable Im
,
we have

#[Tofm(Xm)] = / m(dxo) fo(Xo) / p(Xo , dx) f ,LxM

... SP(Xn-1 , dXn) fn(Xn).
Proof of Lemma 2 : ·By Tower Law

#[Tofm(Xm)]=m # [πTfm(Xm) / Fn-)M

Take out what you know=
m [Fi fm(Xm) [fn(Xn)/Fn - ,]]

Lemma 1 =

u [FT fm(Xm) J P(Xn-1 , dXn) fn (kn)]
The result follows by recusing this argument is

Proof of Markov 1 : We prove for a sim
pler case and extend usingi-1 The.

Consider Y(W) = gn(NS) with On booeda
and measurable. Let A = 4 w : WoEAs..., WmEAmy



Let fx =[**Am KE m
, and apply Lemma 2:O k= Mc

qk-m K > M .

[11 Y08m]=[11T9k(Xm +x)]

= Su(dNo) (PCXo , &4) ... [ PCXm-z dee
to Am

[G0(Xm) (P(Xm ,&Xm+i) G . (Xm+) (A)

... [P(Xmn-1)dXmen) gCXmtn)en
=

M [H1ExmY] .

Again using the T-1(P) extends to any
A t Fm . So the result holds for Y = ↑galwi).
To finish the proof we use the Mono . Class

Thm .: Let It be the collection of Y for which

(B) holds, let A = 44W : Not to ... WKEAky : UK

#Aie 56
, taking qm = #Am in (N) shows

that (i) holds , and H (ii) and (iii)

by linearity - (B) holds for bounded

measurable functions. D



Strong Markov Property
We proce an extension of Markov 1.
Let N be a stopping time. Define
FN = 1 A : A 1[N = nGE En Ful.
Define the random shift operator

Ones : = Gen() on <N =n]
* on4N = By
*

This is a formal symbol we add to 2 .

No need to worry about it since we assume NCD

Theorem (Markov 2) : For eachn, let
--

Yn : -20 ->R be measurable with lYnk
M for some M30. Then,

Em [YnoON/Fn]=Y on [NcD].
↑

This is 4(X , n) = #x(Yv) evaluated at
x = XN , n = N .

Proof : Let A- Fr . Let's partition
depending on the value of N

,

#[Yn0 On) langncay]



④=[Yn0 On) langn=nyI
n = 0

Notice that An4N =NGFn So

Markov I gives
D

* = & Em(EXn YnT) Andveny

=[Eyn Yn)andncas] :
D

Applications
We will use Markov 2 to prove
a formula that will be key in

the next few lectures.

Assume that S is countable.
Let = 0 and for K21, LetTy

(c (-1
: Xn =y y .pky = inf[n > Ty

↑ kth time we visit y
We let Ty = Ty and Pxy = IP(Ty<D) .

Theorem : Assume S is countable :
-

K-1

Py(Ty" < x) = Pxy Pyy



Proof If K = +, it follows by definition.
Suppose KI2

, define

Y(w) = 14 CW) = E
1 zWn = y,

EXn =y) O otherwise.

13Set N = + / * -> Yo8N = 1 if Ty"cA.
Markov 2 states that on <N <D)

#[Y · GN/Tn] = xnY
on 4N<x]->Xn = G = Ey Y

(b)
= Py)Ty -x)
= Pyy

We canrow analyze the probability
we care about

Py(TY <x)= [(YON) #(N <xg]
= [x[Yoon (En] anca

(B)
= [Pyy14N < xy]



=

Pyy P, [ +( >
Induction

->
= P Px[Ty <%

= Diy Pxy
D

A second application :
Theorem : Let Ei 32 ... be
-

: id rv with a
distribution around ·Symmetric
P(sup Sm = a) = 2 P(Sn =a)
men

t

Exercise for the break read
the proof in Durrett (Thm 5.2.7)
and interiorize the ideas.


