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Last time

I
Today

Intro to Markov Chains D Formal construction

Formal Construction ↓ Markov Property.
Formal construction continued
Recall that given a measure for Xo
M we defined a measure over (S" SY)

P(XjEBj , 0 < j < n) =

JM(dX0) ( PCXo ,&X1) ... ) P(Xn-y d.iBo

which we then extented via Kolmogorov's
extension Theorem to a measure Pr
on (20 , Ex) = (s', 3N)
Note that this construction yields measur

res for each XES via M = Sy , we

use (Px = Psy .
Further

, for an arbi-

trary M L
Let Ex as

Pr(A) = (M(dx) PPCA) .
well

.

X

Our goal today is to prov several



versions of Markov's Property. Recall Xn(w) = Wn.
Theorem Markov of Xn is a Markov Chain

with respect to En = 0(Xo
, Yi ... Xn) with

transition transition probability P , i .e.

PrXnt , fB/Fn) = p(Xn , B) .

Proof : We show that PCXn , B) is a version

of # [H1XmEBg1Fn] . PCXn
,
B) is clearly In

measurable. Let A = 4 XoEBo , X, EB1 , : . ., XntBnY,
Bani = B

. By definition

S4XnEBydPm = Pular(Xn+, EBY)
A

= SM(dX0)) PCXo,d) ... [PCXmdXn)p(x
We would like to say that

ES PCXnn ,B) &Im .
C? )

A

To do so we follow a standard pipeline, note
that for any C-3

S1c(Xn)dPm=SM(dX0) ... SPCXn-1dXn) #(4n.C
Then

,
we have equality for simple functions



and by BCT the equality is valid

for bounded measurable functions. and se
C?) follows.
A simple computation reveals that
the set A s .%-

A #4Xn+ -By &IPm = p(Xn+IB) dIu(

forms a d-system. Moreover we proved
that this equality holds for AXoEBos-- -s XnEBnY
which forms a -system. By the π- X
Theorem (Thm 2 .1 .

6 in Durrett) equality
(A) holds KAEEn

,
which proves the

result. [l
Next we prove a couple of extensions

of the Markov Property where AGEBS
is substituted by a bounded fun. of the
future , h(Xn

, Unti ...) . Let Om :RotNo

given by
Om (wo

,
w . ... ) = (Wm, Wat, ... ) .

Theorem (Markov 1) Let Y : -o -> R be bounded



and measurable. Then Expectation of
↓ Y(Xm

, Ame ...)
(B) En(Y0m/Fm) = #XmY with Xm fixed.

-

Corollary (Chapman-Kolmogorov) If S is
countable, then

Py(Xmm = z)= 1) X m = y) Py (Yn=>) .

Proof :
(Xnm= 2) = [HXn+m=z4]

= [* [#4*2+m=zy
/ < m]]

Markov 1 <

AgNntmIzG= 14. On Ex[
# xm2#4Xn=zy]]y

= Ex [Iy) Xn =z)]
= & P(Xm = y) Py(Xn= z) .

yes
X [l

To prove Markov 1 we leverage
Theorem (Monotone Class Theorem) LetA be
-

a T-System containing > and I be

a collection of functions that satisfies :
(i) If AEA - HAEH .
(ii) If figett -> f+GEH and of EF Feel.

(iii) IfInEft are nonnegative and increase to
a bounded function - -> LEHC.



Then
,
It contains all bounded functions mea

surable with respect to off). -
Exercise prove this using the +-Thm.

Lemma 1 : For any bounded measurable of :
#[fCXnn) 1 Fn] = SPCXn , dy) f(y).

Proof of Lemma 1 : Let it be the collection

of functions for bounded functions so that

the identity holds. Let A = 4 [Xn+, E BG]
Markov o show that (i) holds so the

result follows from the Mono . Class ThM.
E

TO BE CONTINUED ...


