
Lecture 6
HWI was due an hour ago.
Last time Today
Subdifferential Calculus. D Non convey smooth

Gradient Descent guarantees
D characterization of

* Descent Lemma L- smooth convey F .I
for convex

↳ Stepsites D Better guarantees

Nonconvex smooth opt teesguaran
minConsider solving XIRd f(x)

with L-Lip
chitz gradient via

* *
k - X,* f(Xk)

with xo EIRA.

Theorem Suppose f is diff with L-Lips greed.
Then for T20

T- 1

1 2 18 f(xill -x(f(x)- minf)
TK=0 T

when x = / or with exact line search.



Moreover,

1"[110f(x) maxtTk=o T

when we use Armijo backtracking. t
Consequence f T = at for Go.
Picking T = (t) then

-KIT St
. 118f(XIII : E.

W armings-
· Xi might not converge ! Consider

f(x) = exp( - x2)
1

I &-
-

· Even if XK- X*, the limit might not
be a local min.

Exercise : Think of an example where
this happens.



Proof : We prove it for XI , the

rest of the proofs are similar.

By DL , we have FKzo

f(Xx+ 1) [f(x ,)

- 110 f(x) /R

Summing all of these up to T-1

= (i) 1 f(xa)-- no f(x) P

T-1

= & 110f(x) /12 = 21 (f(X) - f(X + )]
k=0

= 22 [f(x) - minf] .

Dividing both sides by T gives the
result. It

&

The reason why we have such slow
isconverges that our function can

grow very slowly



# When the gradient
is small

, you don't

more that much.

Theorem AssumeI is twice diff and-

X
*
iS a second-order critical point
-f(X* =0 and 82f(x)I

↓min(12f(x+)= X.
Assume that /IXRe- ** 11 IX-X* 11.

Then
, ifXo is close enough toby,

f(X +2) - f(x*) = (1 - x)(f(x) - f(x
*) -k=0.- &

4 L2

Intuition -why is this 1? -

For points where 2nd-order

approximation grows, we have

that if we start
close↑ T =e(()"log(



soffice for f(xap)-f(x) = E.

Proof : Since ↓min(82f(x)) is conti
-

wors - 7230 st . FXEB(X)

Smin(02f(x)) =1.
2

Then
, for any 115112 we can define

Y(t) = f(x
*
+ Es) and

Y'( = y '() + S4"(t) It
-> vf(x* + 5(Ts = 0 + j58-f(xts)sdt
-

11912

=S

=>↓1sll < 110f(x + sill . (v)
2

By Taylor Approximation :



EISI2 f(x+3) - (f(x* ) + ois)
= f(x

* +s) - f(x *) (4)

Combining (i) and (B) (A)
2

4) 110 f(x + S11 2 2 (f(X
*
+ s) - f(x*))

T2 T

Then
, using DL and the fact that XEB(x)S

f(X(+1) - f( = f(x) - f(x)
&

Follows -
18f(X)

-

from (1) = 11- 1) (f(x) - f(x*))
.42

D

Better guarantees for convex functions
Lemma (Characterization L-smoothness
-

for convex functions (
Suppose that filRP-R is diff and

comeX.



then the following are equivalent
1) f has 2-Lipschitz gradient
2) Ello12-f(o) is convex.

3) f(y) = f(x) + 10 f(y, y-x) + E 1X -y()
YX,y

4) (0 f(y) - Of(x) , y
-X) = - 118f(y) -Of(x)2

Xy,y
If furtherI is twice diff the

following are also equivalent to
f the above
5) 5f(x) LI Ex (LI-f20)
Intuition f(x) + (xf(x) ,y-x] + EX - yll?

I-
f(x) + (0f(x) , y -X



Proof : (2) E) (5) hm = EIX1 - f(x)
is convex

↳ 82h(x)20

↳ LI102f(x)
t

second order characterization

(2) E) (3) hm = EIX-f(x) is convex

- h(x) + <0 h(x)
, y-x]hey) Ey ,X

E [12-f(x) + 1(x , y -X) - (0f(x) , y -X)
1 y12 -f(y)

= fly) < f(x) + (0f(x), y-x) + E1x -yn
?

TO BE CONTINUED NEXT CLASS
.




