
Lecture 19

Last time Today
①Exam results.

DConvergence guarantees
· Modified Newton & Computational concerns

a 3 variants I D Secant method
I Quasi-Newton Methods

Convergence Guarantees
When Jef(X)2EI , all the variants

yield By = 02 f(x) . Thus , the temple
he reduces to Newton's method.

So local gradratic convergence still holds
lunder strong convexity).
For global convergence we need

a Descent Lemma.

Lemma : Suppose If is L-Lipschif and

*
a+ X- XBisf(x) with B > 0.

Then
,

f(x) < f(Xm) - Imax Bu) 118 f. CX.ill:



Proof : HW 5 .

This recovers the GD result when

Bu =
I

.

Backtracking works.
Using this Lemma we derive

f(Y) = f(X) - If(x)113
- f(x) -S 110 f(Xi) 112

i =0

which leads to the following
result

Theorem : If f : /
&
-IR has L-lips-

chitz gradient and min f >o
,
and

Bi has exgenvalves bounded
away

from O and M
, then there

exists a constant M S .
t.

min 118fly's E<k

Pod : HW 5·



Intuition

Modified Newton converges globa
lly , slowly , but if we approach
a "strong" local minimum (1)I21)
then

,
it recovers Newton's fast

gradratic convergence.

-

Min**+
↑ ↑ ↑

Newton can be
unstable

computational concerns (gain)
We still need to compute f(x),
which consumes olds) when

done directly.



wemight alihanbadondita
A

we have to be

careful about E.

Bad conditioning does appear
in practice. For example when

considering high degree polynomial
systems :
In Hw I we have

Fax = (A
-XI)x

( = 0X
+

x - 1

Then IIF(X)1I2 has degree 4.
I

As another simple example :
fex , y) = x

=
+ y4

> ando



Idea : Generalize the secant method

Just to remind you , the secant
method finds a root of FiR-IR

by approximating
v F(Xx) I

F(X) - F(Xx
-1)
-

Xx - Xk -1
-u

and updating Br

*+
= Xx- F(X ,2)
-D

Bi locally
It is "superlinear

A*
yet not geadratic.

& It avoids

f computing the-

X-1 Yu Jacobian/Messian.

Goal : Get these two features for-

IRd . (Hopefully at a cost of Old?)).A
No inverses

.



The model build by the secant
C 1

method preserves first order
information af XK and X-1 :

mu(x) = f(x) + f(x ,2)(X -Xx)
+ ( (xx)- f(Xx

-1))(x -xxXk - Xk-
Notice that both

mix(Xx) = f(x) and mic(l = f(x-1).

Inspired by this, we want a
method that satisfies

super impor(1) Br symmetric this is
not fant
.

(2) mc(xe) = f(x) ump(X) = 0f(xin)
13) Dm(X) = 0f(X) - Capture corrature.
(4) Bi> 0

(5) Udpating and inverting Bi is cheap.
A

O(dY

By (2) we have that

mm(x) = f(Xn) + 0f(k)"(X-X 12) + & (X- Xic)" BiCX- Xi) .



Then
, taking derivatives (3)

Omm(k) = of (i) + Br(m-Xi) * Of(Xm-1)

=> Br(X- - Yc) = Vf(X)-1f(x) -

↑ zn um
↑ Si Yk
This gives variables and

d constraints Clots of solutions).

To satisfy (5) we need cheap
updates Bit from Bit :

15a) Bn-Br- is rank one.

We leverage an important result.

Lemma (Sherman-Morrison)For
-

any invertablewvER? .
If vA* 1

S

then (A + uvi) is invertable and

(A + uVT)
=

= A" - (A"u)(A
*v)T

&

~An
+



Proof : HW 5 (Woodbury Identity) I-

↑
You'll prove a more general
formula for rank r updates.

Update formulas for Guasi-Newton.
We assume (1)-(4) , and 15a)

,

then

Weird
By - Br-1 = XWWT

at IR

Simmetry
Because of (3)

Br
+
Sky = Yest

Let's consider two cases

case 1 BrSk = Yet - W =O. -

Case 2 Busin #Y+
=> (Bu + xwwi) S + 1

=Yke]
= ·knSk)W = BrSken- Yeet

awsi+ w = 3 (BrSn+ 1 - yr)

Therefore,



Brey = B + Bx (Bu Sky-Ym)(Busgn)u
j

Then we obtain

BuSreid (Bisi-Yael (BiSky-Yah Y
=> H + 0 (BSken-Yinti)

*

SriBiSky
-( + 0(BkSk+ -Y(t)"Sy)Ykt = 0
-

need to make
this zero

= 8 =
=

1
-
-

(BiSe-Yiel Skel

Thus

Bre = Bi- /@rSk+
- Yul (BiSingul

y (BKSr+ -Ykt)"Ske,
This is called the Symmetric Rank
One update CSR1).

Big issue here: But might not be
positive definite !


