
Lecture 18

Last time
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a Convergence guarantee D Exam results.
-Computational comple · Modified Newton
vity
D .Chuali-Newton intro. D3 variants

New idea from last class
Instead of using Taylor's approximation , consider

mm(x) = fr + gr(x-Xk) +E(x- Yk)"Bu(n-X!

Thus
,
a natural strategy is to

consider

Xk+ 1 is such that VMp(X) = 0.
which in turn reduces to

~-1
↑KEY - B

, &K.
- When Be is

Natural questions :
invertible.

D How do we pick Bu so that we
have descent?



is Can we make it cheaper per-
iteration?
We will focus on the first question in

this Lecture.

Let's look at the geometry of a Newton

step.

82f(r) is a symmetric , real matrix
land lett assume nonsingular).
We might take an spectral decomposition :

r2f(x)UVcosto

n = ( = (2- r)
Eigenvalves

v = (y ... a) = (v v.)
Eigenvectors



Now we can decompose the Newton step :

Pr = - (VM vil"Of(x)
= -Va

" Vi Xf(Xx)
=

- (v) ()[
-invert diagonals

=- VeMIV" f(x) - V-"V
= Of(Xx)

&--
t Pu C

Claim PR is a descent"direction Pis (0f(x)po)-

We can easily check

Ofpm = =8f(XmTVLVtf(xn)) f(x) < 0.

symmetrically pis satisfies Vf(XK)"pic = 0.

Thus if all eigenvales are positive -> Descent

all eigenvalues are negative -> Ascent
mixture => Could do

and gi
to anything.

Lema : If By >0 ,
then PK= arguin p

+ pi B,p)
-> gPmSo .



In particular, if In = 88(u) , then Pi
is a descent direction.

Proof: Since By is positive definite,-

then pt> gip + p" Bup is strongly
convex g then Pr is well-defined.
Then Pr =

- BagK : this

giPm =

-guBug o
D

Warning : This doesn't guarantee that we

have f(Xka) [f(Xk) via

*met = Xi - Bi Vf(x2) ·
We only have

f(xk .+ xpm) = f(xi) + @Jf(x)"P + 0(x) .
-
O

Thus we need an stepsize !

Linesearch could we appied. The Armijo
condition reduces to : for some

yo
10
, 1)

f(xx -XkPr) = f(x) + 1 * g& Pr
with as exponentially shrinking until this
holds

.



Modified Newton's Method
Consider the following template
Loop K= 0, +, ...

Compute If(XK) and D2f(Xk)
Smethods -Build B > 0 (Based on 82 exid)
today.

Compute Pr Bis8f(Yk)
Pick an ensuring descent Carmijo)

S

xn+1 Xk + Pk HW5 you'll
prove constantEnd loop. stepsizes also

work.

Option1
Discard nonpositive eigenvalues

Get the factorization

*with

Ti = maxi, #.
Then take

Br = V-VT.
The downside is that we loose the mag



nited" of the negative di.
We move little when EfCY) is aligned
with negative components.

Pretty bad unless 2f(x) zel,
&

in which case was good too.

Option 2
keep eigenvales with large magnitud ,
but make them positive

Vf( ,) =V1 VT
Pick Eso and set

= diag(Ji) where Xi = maxhIxil , E]

Br = VIVI #
=> Pi = -Bijof(Xk)

=- ((V
+ vqv)(2 +

I
·
)(Ex.

=

= VIVIDf(x) * descent

- EVVDf(X) previous
& ascent

-"Will space" · V-1=V f(x).



Option 3
shift the entire spectrum
Compute AminSmin (V2f(X))
Pick Eso

1f Xmin ? E = Bi = 0

Otherwise , set 8= E-Smin and

Be = Vf(x) + & I.
-

clearly
Xi (Br) = Xi - /min + E] E .

Moreover if p = -(v2f(Y) + VI)"Tf(x)·
-> as UtO

, p--v2f(X ,c) (Newton
-> as UND,

-> Vfexic)
- Jaracheeent)

IIVfCY/I

Next time we will cover convergence

garantees.


