
Lecture 16

Last time Today
Analysis continued ① What's to come

↳ Convex guarantees ↳ One-dimensional Newton's
method.

-Extensions I
D Newton's in RR&

What's to come ?
Second-order Methods

-Newton's Method/Solving systems of
equations.

D Quasi-Newton Methods.

Conjugate gradient.
D Trust Region Methods .

Newton's Method

Imagine we had a system of nonlinear

equations
F(x) = O



with FIR"-IR& and we want to
solve for X. This recovers finding
stationary points if F : Of.

One-dimensional setup
Assume F : RR-IR is smooth

.

↑ The idea of Newton's

method is to lineati

ze and then looks for a rootCr

Thus
,
we update

Pick XK+1
st

. F(x) + F(Xn)(XM Yn) =0

Note that reordering this ammounts to

Nk+= Xx - #) ·

F'CXk]

If F = &' , then this is
we need second

Xit, =X-l Forda information.
-



If f "(X)>O this also corresponds
Yuee = arguin (f(x) + f'(xx)(x -Xa) + fix,)(x-x,))
-Y When &"(xn) < 0

we don't have a* model.

↓

This method is really fast. As an

example : Consider F(x) = X2-a
,
then

F(x) = 0 E) X == .

In this case
, Newton's method reduces to

Xkes = Xx - (c) = X-Za =-F(Xx)

For a= 2 and * = 1
,
we obtain

No = 1.

X, = 1 . 5...
# correct digits = 2
X=~ 60 correct

*
2 = 1 .41 ...

*
g
= 1 . 41421 ...

*
y = 1 .41421356237 ...



Aside : This algorithm was used in
the video

game Cake 3 (1999) to
find Y .

Quick review of convergence naming

Suppose 8. -0 (This could be the objective
gap , the distance toa
solution or 118f(X) II) .

We say that
D Sn converges linearly if JCE(01)

,
N20 s .+

KIN Skel = C8i

"Si comerges sublinearly if no such a exists.
1) S . converges superlinearly if Jhany20, 1),

N =0 s . t . -0 and FRIN SuudCSK·

-S
, converges gradratically if Jee (0,1) , N20

5.6
.

KIN Sate C82
↑

This is super linear since c8 - 0.

Secant Method

If we don't know F'(xn) it is rease
rable to approximate it with



ECX) - F(X -1)

*k -Xk-1

and this

Xx+ 1 Xn- (n-X1-1( F(X) .
F(Xk) - F(Xk

-1)

Under modest regularity conditions
,
we

have Ni ->
*

with F(XP) = 0 .

Moreover

In
,

-x* 11 c . IX-X014

where y= = 1
.
618 ... is the

Golden ratio. Thus comergence is superlinear,
but not quadratic.

dNewton in R

In a bunch of applications we want

to solve systems of equations
d

F(X) = 0 with F :R
&
-> IR

smooth.

For example :
Optimization Of() =0.



a Computer graphics
Physics (Equilibrium states thermodynamics)
I Robotics (Inverse kinematics (

D...

key idea : Linearize F(X) , then solve linear

system.

Recall that the Jacobian of F(x) is

8 F, (x) ... F, (x)
2 Xd

-F(X) = I= ... : I *Lod(x ... G (x)
-

When f :RP-I is
2

,
The Messian 828

is the Jacobian of 08.

Then
,
Newton's method updates by

FindingWit S . t
. F(X) + VF(K) (X-X ,, =0.

If VECX) is full rank , then the system
has a unique solution and Newton's

direction
-

*Re1 = XR - * F(xi)
**
F(X) ·



In optimatizon land this is equivalent to
Nel = Xx-D2(X) f(X).

Notice that this is equivalent to
constructing a second-order approximation
-

of f at Xp :

faix) =f(x) + 0 f(x)"(X -Xil + E (X .

-X
,c)V

*

f(xn)(x -Yu)

and finding a critical point of fi.
Unlike before we don't have that fir is
convex :

If 02f(X) (0 -> fir is concave
Ascent direction.

D1f 52f(X) > 0 - In is convex
Descent direction

-If X2f(X) is indefinite - fe has a saddle

Comergence of Newton's method
We state the following without a

proof , but we'll get back to A



nonasymtotic version next class
Theorem (Local convergence)-

Let F : IR"-IRA be continuously differed
tiable and assume F(x1 = 0 for
some X* If OF(XP) is non singular,
then some neighborhood S of Xt we

have that if XoES
,
the iterates

of Newton's method satisfy
XeS

, X + x8 ,
0 FYK) nonsingular.

Warnings
-Global convergence is not granted.
D If UFC) is singular the method is

not well-defined.
1 Even if OFCX) is nowsingular, we can
havemumerical issues


