
Lecture 1 Aug/27/23
Instructor : Mateo Diaz (mateodd&

jhu .edu)

Office Hours : Mondays 4 : 00 - 5 :30 pm

Wyman S429

TAs : Wyman 3425
· Pedro Izquierdo (pizquie1 & Jh . edu)
OH : Th 10 : 00 - 11 : 30 am

- Daniel Lopez (jlopezc1@jhedn)
OH : The 10 : 00 - 11 : 30 am

· Thabo Samakhona (tSamakh1 & jhu . edu)
OH : Wed 10 :30-11 : 15 am

Resources
= Canvas
- website (mateood 25.github . io/

nonlinear (
- Piazza = Ask questions here before

emailing we
- Gradescope < All submissions.



Agenda
D Syllabus
D Motivation

D Overview

↳ Background Review

Some

Syllabus sometheory-

Four components : I (Python (please
· Homework (5 - 6)
- Midterm Takehome (Oat 11 - 17)
- Final Takenome (Dec 13-15)

- A

- Participation Might change.
- Engaging in class

,
OH
, Piazza.

GradingSystem
Let CH , Cm , C+ , Up denote your
normalize grades 10-100).



Let H , M , F be variable

weights for each component.

Your grade will be the optimal value
of

max C H + 2n M + C F

G -f
+ C . (100 - H - M - F)

↳
S .t.

(H , M , F)EIR3
= P

90 = H + M + I 1100

T H , M215

F = M

50 M + F 180

Motivation
-

We want to solve

min f(x)
XC

In this class we will focused d
in the unconstrained setting C =R.



Example 1 /Least-squares (
Gauss was interested in predicting
the position of ceres (Pranetoid)

From 22 observations made by
Joseph Piazzi : where

next ?

(x
, y , ) , . .., (X22, 42z).·

Gauss assumed that the data

was close to an ellipse :

xXz + Byz + yxy =
1
.

To find a
, B , 0 he formulated

min & 1xx +By + OxiYi - 1)
-
, B, y i = 1

Gauss solved this problem and obtained

after a 100 hoursmeaning ful predictions ( of computation I -
This is an instance of a least-

squares problem



- d
11A-5/= -bimin

WE IR ↑
a = [] 3 :

= =
, 5:

Xiy :

Example 2 :Data Fitting in general
learning problem-
Data : (X

,, y , ), ..., (n, Yn)
Goal : Find function f(xi) Yi·

Approach - loss functionsimilarity-

-=
n measuring

min [l(fw(Xi)
, yi)W i=1

X
Parametrized function,
before fi (a) = a:"i

Imagine we want to predict whether a
patient has COVID from observations

1 if Covid= (hergeta y = S o otherwise



We might imagine that data is linearly
separable X

t X-space Consider

f(x) =1
1+2

- wTX·
hyperplane-X
separatingt

-Fe-t
With logistic regression We minimize

min 2 y : In fw(xi) + 11 -yi) In (1-fw(xi)
w

i
-

In general me can use more

complicated parametrizations
fu(x) = Wyo ... ooWo 0 , 0W,

Nonline-
-

- ↑
functions (Relv) parameters

This iS what gives rijg to verval
networks.

Overview

Geometry (Optimalityconditionafis



When we can only use ye ofEx)
1

- For smooth functionswIFirst-order -

methods
- For convex functionsI E
- For nonsmooth functions

( Ef
- For stochastic functions
f(x) = E F(X, z)

When we have accessfo
second-order * -> (of(x) , 02f(x)) .

methods S- Newton's method
- Quasi-Newton methods
- Trust region

Time permitting E
Linear Programming
Conjugate Gradient
composite optimization.


