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subdifferential calculus
The beauty of differential calculus
is that we can compute gradients
by breaking up our functions
into simpler functions. Infurn,
we can do something similar
for the convex subdifferential.
Theorem (subdifferential calculus).
-

For any 8 :E-I and g : Y+ It
and A :E- Y linear

. Then,
af + goA)(X) - 2f(x) + A+ g(x).
If further f and of are convex
and of int(domg-Adomf). Then,
equality holds. t



Proof : Suppose Wfeff(x) and-

Wg - 2g(A) , then FXEE

f(x) + g(tx) + (wf + Ag , X - E)
=f(x) + (wf,X- X) + g(Ay) + (wg , Ax-AT)
= f(x) + g(AX).
Thus, wy +A

+wgef(f + g -A)(x).
For the converse, suppose that
wed (f + goA)(x) so X minimizes

f-(W , .) + goA .

Then
, the dual

is also attained for some yeY .
By our characterization of solutions
A +y e2(f - (w..) ((x) = 2f(x) - w

↑
and (wry?)

- jeag(AI) .
Thus,
we ff(x)- A+y = Gf(x) + 192g(xX
Lagrange Duality
Let us now comeback to problems



with functional constraints :

po = & inf f(x) 8
: E- 1m

st gi(x)0 Viecm]

Assume that f , gi : E- R are
convex and # domf 2 l domg :

it[m]
We can rewrite

po = inf sup[f(x) + Xig(x)]
* X20uXEIRM

Lagrangian
L(X ;4)

The key idea to derive weak
duality in this context is

swapping the inf and the sup :

pa Sup int[f(x) + X+ gexy = dI X20

Carry?) DER-I(X)
c : When do we have equality?
Once more, the key is to consider

m
a value function U : R-R :



(B) v(z) = inf(f(x) (g(x) = z]
Proposition : We have

v(0) = po and V*(0) = d *

Proof : The first claim is immedia
-

Le. To show the second one ;

ro(y) =Sup(y
+z - V(z))

= sup(ytz - f(x)(g(x) = z)
z
, X

= sup(yTz - f(x)(g(x) + s = z]
E

=Sup(y+g(x) + yTs - f(x)]
20

I S
- E(y) if y = 0

+ X otherwise.

Then
,

dP = sup & (x) = Sup(x, 0) - (-I(x))
↓EIRY XEIR



= sup ( ,0)
- r

*

(x)
m

XE iR:
I v ** (6) .

I

Then, to understand duality
we need to understand when

is it that (10) = U ** (0).

Fenchel biconjugation
In turn , bironjugates are suprema
of affire minorants

.

Proposition (1) : Given any f :E-
-

and Xe E , we have

fo(y) = Sup Eact) /aisaunction]
Intuition f

↑#Lexus



Proof : The RHS is equal to
-

sup((y ,x) -B 1 (y ,x) -B[f(x) EXEEY
Y ,B

= sup((y,x) -B((y,x) - f(x)ES EXEY
Y ,5

= sup( < y,x) -31 f
%

(y) (B)Y,B
=

sup <<y,x-fo(y)
= g

** (X) .
#

Example : Consider
-

if x < 0
f(x) = ,E I if + =0

to otherwise.

Then
, fix) = [R(X) and f is

not closed
, while for is

#epi #
epigae

->

I +



Recall that we already proved
that fo is convex and closed.

Theorem (Biconjugates)
support f :E- #, then,

f = 8 ** if, and only if
f is closed and convex.

Proof : (7) This follows since
-

fa 13 closed and convex.

(5) It suffices to show f(0) =1
+

%d)

ByProposition () we want to
prove
feo) = sup <x(0)1X = f affinely.
Let's consider two cases :

Care 1 :Suppose of aldom f.
Then

, pick r < f(0) · Since 10,07

epif , then 7970s .t · XXEB

f(x) > r . Thus
~ < inf f(x)+ ear(x),

since BI domf %
,
then by



Fenchel duality , there exists
a yeE S .F.

r = - f
*

(y) - 2B(-y)
(why?)z=-f

*

(y) - Ely/I.
By the definition of Fenchel

congigate this is equivalent to
< y,X) + r + Elly1 E f (x) FXeE
-
affine X(X)

Note that XCO) 2 ~ and so

we conclude fro = U . Since

r was arbitrary fro) = f(0).
Case 2 : of al domf . By our

↓ there is anprevious argumen
affine minorant (just take any
Xedomf). Since dont is

a closed convex set, there
exist zeEkog and B sit.
<z ,x) &10 Xxedomf .

Jusing Basic separation thm from



& Lecture 2 . -

Then , for any K20

xx+ x((z,x) -B) 1x(x)[f(x)
affine *YE

.

Moreover, x(0) - KB goes to
- O as K -+x. Thus f

**
(0)

=+ x = f(0) ; completing the proof
Theorem : Given IEE

,
then

f(x) = f(x) if either
1 . I is closed, convey , and

proper (never-5).
2 . We have fex) is finite and
2f(x) + & . t

The proof is an easy exercise.

Back to Lagrangian duality.
Theorem - suppose f, go are
-

convex suppose there exists a&

Slater *E, i .e.,



8 : ( x ) < 0 Fie Cm]
.

Then, ped: Moreover if d is
finite , there exists a dual opti-
mal .
Proof : One can show U in (9) is
-

convex (Exercive)· Then
, Otint

dom r due to > . Therefore, JXE
2010). We conclude from the

previous theorem ,
that

pr = v(0) = r
+

(0) = d*

Exercise : Show that I is a solution
to the dual.

El


