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Subgradi ents
How do we generalize gradients for
nonsmooth convex functions?
Recall that for smooth convex functions
we have

f(x) + (5f(x) , x-E.#
X

Inspired by this property :
Def : Let f :E +R be a convex func

-tion and let edomf. The set
of subgradients for subdifferential



of f at I is

2 f(x) = Gg(E(f(x) + (g , y-* )zf(y) Fy]
+

This concept generalizes gradients.
-be a convexProposition : Let f :E-IR

-

function. If I is differentiableot X,
then, af(x) = 20f(x)). +
Moreover

, they give simple optimality cords.

Lemma (unconstrained optimality condition)
Let 8 :E- 12 be convex .

Then
, x
* is a

minimizer if, and only if, 02f(x*)
Ch

. But do subgradients exist?
Theorem (Existance of subgradients).-

Let 8 : E-R be a convex function
and Ye int domf. Then , 2f(x) is
not empty. Y

Previous Lecture.

Proof : By Corollary (8) , since-



f : domf-> IR is convex
,
we have

f is Lipschitz at % . Consider

the sequence
(5
, f(x) - "n) & epit,

therefore (*, f(x)) Ebd epif.

Using that I is locally Lipschitz
we can show (5

, f(x) + 1) Eintepif
ewhy ?) , this intepif + 0.
Hence ( Hann-Banach ensures

the existence of a= (h , 0)eE
*
XIR

S .t.
↑

(a
,
(x
,f(x1)) < (a ,(x,+) Flyte epif.

Moreover
,
the inequality is strict for

(x
, t) E in + epif (Why? ). Since (* , f(x) + 1)

is in the interior of epif , we conclude
< 8 .

Then we an rescale a =Ga
to obtain that
(5
,
x) + f(x) = <[ , x) + f(x) EXEE

#
f(x) + <(h) , X -Y) = f(x) XXE.



Thus, [h)e2f(x). I

First order optimality conditions
We come back to one of our problems
of interest :

min f(x)
S .t. XEC

convex and closed.

A critical quantity for our conditions
will be the directional derivative.

Def : Given a function f :E- a point
-

* edom f and a direction VEE* We

say that f is directionally differentiable
at in the direction v if the

following limit existe.

f'(x , v) = lime+tr) - f(x)tho f

Example
1 The norm I . 11 is not differentiable
at zero. But it is directionally diffe
rentiable for all VfE *



(x,. IXII)
(X, 11x+full)

exists# F= the slope
-

-
t

Lemma: The following two hold.-

1) If f :E-R is differentiable, then
I'(x; v) = (0f(x), v 7 EXEE

VEE*

2) If 8 :-R is convex , then

fi(x ; v) = Sup < g ,v) -Xint domf
gesf(x) veEP

Proof : Exercise. I-

We need one extra ingredient.
Def : Given a closed , convex set c . The

normal come of C at XEC is given
by : NoCY) = (gte 1 (g , x-* )10 Exec].
If *EC we let NcCX) = 0. +
Intuition

#



In HW1 you'll prove that NoCX) is a

closed convex core land some extra proper
tics)

.

Examples
-

↓ beF

D subspace c = (x(Ax =b) -
X

Linear map A :E-> F
-another
Euclidean space

F then f YeC we have

Na(X) = [A*y(ye =3 .

Adjoint of A
i.e, <Ax, g) = (x, A

*

y] Exy,
D Half space c = /x1 (a,x) = BY

acter -BEIR.
↑

Then
, for XEC,

Nc(X) = 203 if <a. * 7 <B,# [[xalxz0] otherwise.
Non negative orthant

c = Ry = GXER91X: = 0 Fiendzy.



Il Then , for It
&/19 jivco

NCC) = (ga/gito i 0
T

Proposition (Necessary condition) : Suppose
-

C CE closed and conex and Xe is

a local minimizer off over c.

Then
, if fl(X ; X- * ) exists for some xt C&

it has to be nonnegative:
In particular, if f is differentiable a *,
ten-Of(*) -Na(X) · t

Intuition

(- -f(x)
#if

Proof : Seeking contradiction suppose
-

-XEC st. fiCX , x =* ) <o. Then, there
is a 320 sufficiently small s .t.
Ate(o, 5) we have



fut(x-y))- f(x) = 0

t

-> f(x + +(x -y)) = f(x) .
Since C is convey, we have <+t(x-X) @C.

Therefore X is not a local minimizer.If
WhenI is differentiable
01 f'(X ; x- x) = (8f(x) , X -X]
E) -Of(x) =N,(X) .
This completes the proof. I

The converse is not tre, in general.
But it holds ifme assume f is also convex.

Proposition (sufficient condition) :
-

suppose C and f are closed and comex.

Suppose that for YEC we have

f(x ; x -z) zo NXEQ

Then, Y is a minimizer off over G.

In particular ifI is differentiable at
*
,

-of(x) [Ng(X) = Xt argmin f(x).



Proof : Recall a claim from the previous Lecture:
-

Claim
- (*) :Suppose that g : R

+- IR

is convex with glot=o . Then,
t is nondecreasing t
For any XEC, the function
gx(t) = f(X + t(x - x))- f(x)
satisfies that gx(t)/t is nondecreasing.
Thre, by assumption, for any sufficiently
small to we have

↓
01 gx(t) = g(H) = f(x) - f(x)
-E ↑ ↓

Claim (D)
Twos, f(x) < f(x) for all XEC. I




