
Lecture 20

Last time Today
· Preconditioning I DP-D guarantee conti-need
DPDHG I Fenchel subdifferential

↳ Primal-dual guarantee
Primal-dual guarantee continued

Theorem : Suppose that fig
are closed , comex and proper.
Further

,
assume (P)-(D) exhibit strong

duality with at least one primal
deal solution. Let z = (X , Yk)
be a sequence defined via
positive definite.
↳H(zm-Ze1)e[@xh(Xiny+) ]Gy(-L(Xx+sY+1)
-
F(zk+)

Denote Ex = (F , ji)=i



then for any KI1 and any

primal-dual solution (X& Y
*)

(C , ye) - L(X*,Jizo
11zll= <z,Hz)Wi

Proof : Denote iHCE-Z
-

eF(zke) . Then by definition
of the subdifferential
L(X / y

* ) - L(X*, Yetil
= (((x+ , ye) - L(Xe ,Yet
+ (2(Yes Yt) - L(X*, Yes))

↓[V
, Yee- y

* ) + [Uk,Xi- 4
*]

=(WK , Ext - zP)
- <Zn-Zrei i Zka-797H
=> I 117-2012-1

-↳1 -Zill



↓ Elzn-z-lE-Z

Using convexity and concavity
of Lloy and L(XP ) yield

L(*x , yP) - L(X*, YI)
5(Xit , y

*) - ((X*, Yit1)
i=0

· (Izo-z-E-E

III. 17
24

New topic : Variational Analysis
Next

,
we move away from algo-

rithms and go back to understan

ding sets and functions (as

we did at the start of class).
Our goal is to generalize some of
the ideas we consider for



convex data.

Frechet subdifferential
For smooth functions we defined gradients
via linear approximations. For non-
smooth convex functions we used
minorizing functions. Here we combined
these two for general functions.
Def : For f : E-RUGID] finite at X,
-

we say that yeaf(x) is a Frechet sub
gradient if and only if
f(x+z) = f(x) +y , z) + O(III) as z -X
where O(E) is a term such that

-O When z
↑

Intuition f(x) + (4 ,
0 - XY

*
f(x) + (v2

,
-x]

Arguably , there where three things



we liked about convex subdifferentials
If optimality conditions, (2) they exist
in intdomf , and (3) very nice
calculus rules. Next we aim to explore
equivalent properties for the Freeket
subdifferential .
Lemmalo) Let x be a local minimizer

of f : E-RUG-ay and suppose Xedomf.
Then

, OEsf(X) holds. t

Note that from now on we will only
be able to distinguish local properties
since If is defined locally . We

have been abusing retation since

we used the symbol "of" for
convex subdifferentials. But it is

for a good reason :

Lemma(t):Suppose hiE -Runedy and

g :E-R differentiable. Then,
2 (h +g) = 2n(x) + og(x) Axedomh .
↑

Frechet sub
↑
convex sub .



Moreover the equality still holds when
h is merely proper with the Frechet
subdifferential on the right. &

The next question is about existence.

General nonsmooth functions can be

pretty nasty (Weierstrass function). So
we can only establish that the domain
of the subdifferential is dense in

dom f
Lemma (Density of the subdifferential)
Consider a proper , closed function
f : ETRUGt] . Then , the set domof
is dense in domf.
Proof : Fix a point in domf. We show-

the existence of a sequence xiedomf
with Xi-X. Sincef is closed

there is a closed ball c = Be s .t

fly) = f(x) -1 Eyec (Why?)
Consider the sequence of potentials
given by flyl = fly) + =(y) My-XIT



Fact from Nonlinear 1 : If a closed

function h :E+ RUGOS is such that

h(z) + o when 111-X. (coercivity
Then, h attains a minimizer. t

clearlyIn is coercive so 7 xeargminfn.
Note that

f(xn) + E11xi-XIR1f(x)

=> 1 - X11Ef(x)-f(x)) = E -

Thus
, Xn-X. Thus for large n ,

we have XnEint G ,
and so Xn

minimizes flyl + Ely-XI12 without
the indicator. By Lemmas (0) and (H)

we conclude that

Of 2f(xu) + n(Xn -x)
and so 2f(n) + 0 · Il


