
Lecture 19
Last time Today
-ADMM ! · PreconditioningDPDHG
7 Examples

↳ Primal-dual guarantee
Preconditioning operators
We go back to a template we
considered for Fenchel duality
(P) inf f(x) +g(Alinear f+Y

VEE X
closed

,
convex, proper

We could apply ADMM, but
last time we saw that this
would imply solving a linear
system involving A

,
which

might be prohibitively exper
sive !



Instead
, we take an alternative

path . Recall that its dual was

(D) sup-f%-f
*

y) - g(y).changeda
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Moreover
, a pair (ii) are

primal-dual solutions iff
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Ye2f(X) and Eag(AT),
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-Abe2f() and Axelg
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(g),
which means

,
the solution is a
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We could aim to apply the KM



iteration by considering RT
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or equivalently
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Yt]e /FYIYx - Yet
This algorithm is mostly con-

ceptual as it requires evaluating
a resolvant depending on both

primal and dual variables.

Instead we use the following sim

ple , but remarkably useful obser
ration .
Proposition : Suppose T :ESE is



a monotone operator with a
zero. Consider a sequence de-

fined via yazo
(H) Her-E)eTekt
with H :E-E a linear , self-ad
joint , positive definite. Then,
the sequence converges Er- **
to a zero of

T

.

Proof : The map It has a square-

roof
,
call it W

,
with F= Now

Make the change of variable
wWz .

Then

WoW(En-Er) EXTEk+
I

W(W -Whil -TW-

Ext



S# ~
Ewa-while and WifeK+ -

Then
,
it is easy to see that s

is monitore :

/S(w) - Slwl)
,
w-w's

= <TGw) -T(+wi)
,
L"( -wi)

-

· 20 .

Then by the KM iteration are

have win- wo with Su
* -0

and En =W w-W"w=:*
with

0 = Sw
*=W-TW"w= W

+

Fz *

#
↑

0 =Wo = TzB. I

Thus
, if we find a good it to

make the algorithm (a) implementa-



ble .

PrimalDual Hybrid Gradient
In 2011

,
Chambolle and Pock

came up with a simple H

H= ) for to
Claim : I is positive definite as long
as TS/Alp < 1.

~ sellAX11
This I induces the following update

17Y /]c Cyntf 7-AX + &g
*

(yk+1)

equivalently

&x = Ykt) - ** (ynYm)E*Y +2f(x)
- A(Xx-X(+) + =(yx-y() --AXm+ 1

+ 29%y,+)



rearranging
XK- TA*KE X + T &f(x)
Yp +SA(2Xe- Xi) E Y +S2g(X)

or equivalently
Xy < proxef(Xk- -A

*

yr)
You proXsgn (Yet SA (2--X)·

Remarkably each step is now

implementable, provided that we
can compute the prox of f and ga
Example
If we take f = <c,7+ ( :)

g = E-by(). Then, we obtain

proxf(x) = PrOJrY(X-t0)
proxsg(y) = y -proxsg(y/s)

= y - b.



This involves no linear systems !
Google ,

Nvidia, Gurobi and
other big companies have imple
mented a solver known as

PDLP based on this update
(phs many other enhancements).
A primal-dual guarantee.
Our nonasymptotic convergen
c rate only ensured that

min 11En-Eneel = 0()
For primal-dual problems this

might be a good progress metric.
Problems (P)-CD) can also be for
mulated as a minimax problem

infsup-x+ (Ax, y) - h
*

(y)
Xy L(X,y)

/



↑

Indeed a simple computation
yields primal-dual solution
-

L(x*y) < ((x* y T)sL(X, y*)
Thus

,
a natural measure of

fitness is the primal-dual
gap

((X
, ye) - L(x*, y).


