
Lecture 17

Last time Today
Maximal monotone ↓ Douglas-Rachford
Douglas Rachford ① Concensus optimiza

Augmented Lagrangian
I tion

Douglas-Rachford
The method that we will see next dates

back to the 1950's and came from ideas

in differential equations and infinite
dimensional problems.

Recall that given a monotone opera-
for A :ESE

,
we defined

RA = (I + XA)" and G = 2 RAI.
Moreover

, the fixed points of RA and
ca correspond to the zeros of A, i.e,



1x10Ax].
In turn

,
sometimes we are interested

in finding a zero of a sun

of operators maximal monofore

operators ,
i

...., XeE s.t.

OE (A+ B)X .

( :%

However, computing a resolvent

of A+B might be expensive.

Ch : Is it possible to solve (i) using
only Ry and RB?

To answer this question Douglas-
Rachford asked themselves the mar
velous question of what are fixed
points of CoCB :



yeC(y() y = 2rX(2RBy- y)
- (2RBy - y)

# RBy = Ra(2Rzy- y)
(8) X = RB.Y2

() X = RA(2x -y)
= (2x -y) - X+AX
- (X -y)EAX .

Moreover
, by definition

X = Roy y -XE BX .

Proposition(v) :Let A
,B : EEE be

maximal monotone operators. Then, the
zeros of AtB are exactly the
images under RB of fixed points
CaO CB ·

Proof : Note that



of (A+B)X JzEAX with -z BX

E Jy St. x-

y -AX
y-Xe BX.

The rest of the argument follows
by (g). I

Thus , we have transformed
the problem into that of looking
for a fixed pointof10C.
We could aim to apply the fixed
point iteration directly
Y CaCBYK

This method is known as Peaceman-

Rachford (PR) . As we know

this iteration might fail to can

verge since CC is merely not
expansive (See Lecture 15).



Instead Doughes-Rachford prope
sed to use the averaged
update

Y, E (I+ GoC) Yo
which can be expanded as :

Douglas-Rachford Method CDRM)

Input : Initial yo and resolvents
Ras RB .

Loop K20 :

***1- RBYK Auxiliary state
ments

by 2Xm - yna
DYk+ < Ray'
Dy" - 2 Fikt-y = 2*mi-2xintyn

DYke. Yet Fre -Y =E (yetY)



Remark : This algorithm does not

"interact" with AtB directly,
instead it "splits" the computation into

applications of Ra and RB . +

Theorem (D)Assume that A,B are
-

maximal monofore operators. and
A+ B has a zero . Then any sequen
a generated Gyr] by DRM

converges to some y
* and X*=Ry

*

satisfies of (A+B) **.
Proof : This follows immediately-

from our kM iteration result and

Proposition (11). I

Concensus optimization
Let us see an important applica-



tion of DRM . Suppose we are
interested in minimizingK

inf fit (N)

where each fi : -RUG +BY is
close

, convex,
and proper. Think

of each fi as being relatively
simple in that we can compote their
prox operator efficiently.
To split this problem we consi-

der the formulation
inf f(x, . .

.,
Xn) + 2((X, ..., XK)

XitE Vi

where

f(x, , ..., Xx)=fixil and

L = ((X , ,
. .
., Xn)tE" 1x, = Xz =

...
=XB ·



Thus we want to solve
0 (21 + 227)(X, . . .,Xi) ·

Assuming 1: int domfito ,
we

have that

a([fi)(x) =22f: (x).

Therefore,

X solves (0) (02 (Sfi) (*)
↳ Vi[k] ·ziE2fi(x)
2 zi = 0

↳ (E, . ..

, Ex)E2f(X, . . .,
X
zu

2zi =0 EL
.

-

Exercise
↓
Claim : -(E) ..., Ex) e2,

(X , . . .,X) = LtI -K Iiff [zi = 0. t
i=

F(z, . . ., Zx)E2f(x ,
. .

.,
X)

and
- (Ei ...,Ex) E22n(X, ...,X)



Thus we could apply DRM
with A=22, and B=27.
Notice that

proxay, (y .)

RB(y .. ...,Yn) I : IThe beauty theof splitting proxaf(y1))variables.

Ra(y, ... , yk) = proj ly , ...,Y
Check! 1(i, ...,).

For simplicity let jeti.
Concensus Optimization via DR
Input : yotE and maps proxati

Loop K20 :

(i)

DXk+, proxacy FiE[k]



Dyi) y + 2- X
Vie [K].

By Theorem (B) this algo-
within generates a sequence
-

Yk + y
*
s .
t

. x* = Rzy*
is a minimizer of (4).

Remark : We can apply the
same ideas to solve for
0 Aicx).

i = 1


