
Lecture 15
Last time Today
① Finish proof > Fixed points
New topic ↓ I set-valued mappings↳ Proximal point method 1) Krasnoselskii - Mann

ideration.

Fixed Point Iteration
The next result is key for
our shift in perspective &

DProposition : A point X mini
-

mizes I if , and only if
if iS a fixed point of
TCX) := proxaf(y) for some aso.

Le.g-, X
* = T(xP))

.

Proof : Damn it , another exercise!
-

H

Notice that PPM is just
the fixed point iteration



(*) + 1
= T(Xx) ·

Thus
,
to study its convergen-

e it suffices to understand
when does (8) for general
operators +: -> F-
Def : A set-value mapping F :E
-

iS a mapping from E to 2 (sub-
sets of E). Its inverse EEE
is defined via

XEF
"

(y) E yeF(X) . t

Remark: TC) can be empty.
Example

set value
D Notice that ↓ map

proxg(x) =y = (x -y) ex2f(y)
E ye (1 + x 8f)"(x)
un
Resolvant

D In the particular case where



f = z, for some convex set c.

proxxz
.

(x) = y ( (x -y)t Nc(y)
E) pros, (x) =y . +

Def : A set-valued map F is-

non expansive if for all yeF(X)
y'EFCX') we have

lly-y'llI11X-X'll.
We say thatF is a contraction

if the inequality is strict
. t

For instance projections are
nonexpansive (HW1).

From analysis we know that

if (I+ x2f)
-I

is a contraction
then by the Banach contraction

Mapping Theorem, it converges
linearly towards a unique fixed
point. But, we rarely have a



contraction , e. g., take R =E.

Warning Iterating noncontractive
mappings might fail to conver-

ge . Take F
: /R2-IR2 be given

by T(X) = Rot (x) by a 900 de-

gree clockwise rotation.

Then
,
TK(1 , 1) E

- & (1-1) , 2-1 , 1, (1, 1),
(1,1) Y.
·

Even so we can overcome

this issue if we average
the operator
Theorem (Krasnoselskii -Mann
iteration '53)Suppose F :=E
is averaged meaning
F = (1 -0) I + 0 G

f
GE (0,1) nonexpansive

must converge to a fixed point



of F Cor equivalently G) if one
exists. t

But
, why do we care? Resolvants

Y
(1 + 128) are always averaged.
bef A set-valued map-
T : ESE is monotre if for
all yeTC) , y'ET(x) we have

(y -y , X -x) z0 . +

Example
The subdifferential If is
monotone

. Let yesf(x),
yeaf(x) , then
<y, X -x)2f(x)) -f(x)

and

(y , X -X)zf(x) .
- f(x)

adding the two yields more
tonicity. +



Def : For a monture operator
T : EFE and & 30

,
we define

1 The resolvant as RE= (I+XT)
The Caley operator as C ==

2R-I. -
Lemma : R and C are non-
-

expansive andfence R is

averaged.
Proof : C'mon , prove something.-

Exercise . E

Example : Suppose T= 2a
-

Then, C = 20- I is a *comex
closedreflexation. ↓ set

⑧

plytCh
↑

I "
C(X)↑ ·----- .cy)
-> t



We are now ready to prove an
enhanced version of the

KM iteration theorem
.

Theorem : Suppose FiEIE is
-

averaged and that X= <XIX=Fx)
#

.
Let Y =F(X) YKEN.

Then ,

(t) (Convergence) The iderates
X- ** to some X

*EX.

(2) (Fejer monotonicity) For
all KEIN and XEX

114k+-XII 1x -XII.

(3) (Rate) Let F = (1-0) I + EG
,

we have

min 11X. -G(X)111List (to
,
X).

ieE0,..., KY 11-06

Proof : Notice that (2) follows trivia
-

lly from the fact thatF is non-

expansive. We prove a slightly



stronger version. Take YEX , then
11 X12+ 1 -

/12

= 11 F(Xx) -* 112
= 11 (1-0(X+ GG(X) - 11-6)X + EGC1?
Here we need a claim

Claim : For any a,beE and GEIR.
11 (1-0) a + Gbl = -flack + 011b112

- (1-0) Ella-b11?

Proof of the claim : Both terms are
guadratic in o , it suffices to check

three points : Obst. E

Using this claim we get
11X+, -* 113

= (1- b)/lXk- Xll2 + - llG(X) - - 12

- (1 -0)0 11(Xk -X) - (G(Xx) -G()/112
= (l- f) (lxy-512 + -11xx -* /12



- (1-e)t 11 Xi-GGx,) It
= 1IX- Y (12-(1-0) #114-G(X) II?

Then
, taking a telescoping sum

(t-0) [11x-G(Xi) IP - 11X0-* 1 ?
i=0

Dividing by K+ 1 and using that

a minimum is smaller than an

average , yields (3).

To prove (1), notice that by
(2) the requence is bounded.
Then, there is a convergent
subsequence with limit point
X*. Notice that along this
subsequence 11 XK - G(X11) 11 -o

and G is continuous
,
hence

X
* EX . Moreover, byc)
11X-X* 11 NO along the full segues
ce

,
henee Xk -> X*, completing

the proof .
I




