
Lecture 14
Last time Today
Back to IPM I Finish proof
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D A "complete IPM ↓ D New topic

"Answering Gog
↳ Proximal point method

questions
Proof of proposition (D) :
We prove 3 inequalities :
()(c+X = c Ty*)(l - 11x -Y(x) = CTY- cTX*

(2) llX - X*1x = 4 (1Mu(X)/x
(3) X-cX
clearly the combination of these
three establishes the proposition.
Proofof (1) : We start by
adding and sustracting
CTX-cTX* = (CTX - c**x)

(zz) + (ciX-cix*)



We focus on bounding the
first term :

c+X = c TX = CT(X- X*)
[ < H(x)"c, X - X27x

Cauchy -
Schwarz = 11 H(x)+Cly1X -Xx
This is already close to
what we want

.

Let's bound
11H(X)"ally

Claim (Exercise( X -H(X)-"WINE P.
Therefore X

Civ* - cix-CTHC/Ha
#

11 H(x) "cll = cH(x)"ccTX- cX*
X-

11H(X)"Cl
Combining this with (zz) gives
(1)

Proof of (2) : Suppose that
one take h s .t IIn/ = %
Expanding f(xth) and using



the mean value theorem gives
f(x+h) =f(x) + (4, 0f(x))+ hisfu(hN N 2

for some o (N, X+ h) . By Carchy
Schwarz
< h, 0f(x)) = < h , M(x) >X

2-11hly (lnu(x)11X
Further, since If is SC

nv"f(h = nTH(E)h
2

X = thTH(x)h
Sc with get = -11411] -

Altogether, for all h st . Illits
fu (x + h) = fu(x) - 1hlx/n(x)1x

(8%)
+ 11411y·
4

Consider now the funky sphere

Su < y1llyly = ry with

r = 411hm(x91x. Note that for



ye Sr we have

11ylly = 4/1n()x= = *
and so (8%) applies :

f(x +y)= fu(x) - 1y(lyl)nx(x)((y +fly()2

= fu(X) .
Claim (Exercise) : Since the In
is strictly convex and

↑

fu (x+y)
2f(x) FyESr , then 11X-X
Therefore , 18) applies :
02= (Ex) -f(x)11X-X*/x

- Mn(x)((x ++ 1x-x1x,
concluding the proof of (2).

Proof of (3) : By the optimality
of X
0 = 0fn(xi) = uc + g(X) ·



Thus , -yc = g(X
*n) and

(2, X - x
*) = -( , x*- x )

= g(X), XP-X)

It remains to show <g(Xn9X
*

-X)[m,
using our formula for g :

M

(g(), x9-X)=

Si(X) O
=Site
I
= m -

Si(X .* ) 20 Si(X* (2
X
= M .

This completes the proof of the
proposition.



closing remarks about IPM
We only cover a special type
of IPM known as a "Primal"

IPM . Commercial sofress use
more sophisticated "primal-dual"
versions. They often also

use heuristics
,
e.g., Mehrotra

predictor-corrector method,
that makes them run much

faster :
IPM were a subject of intense
research in the 180s and 190s.

If you are interested I recommend
Steve Wright's "Primal-dual
Interior Point methods" book

.

New topic
So far we have covered two



methods that have been classicallyIPM can also
used to solve LPs. be used to

[ solve SDPs

Importantly , both of these me
thods rely on a very expensive
operation : matrix inversion.

Recall Simplex had to invert

An ermem at each iteration
,

while IPM inverts 02fe(X) ER
at each iteration of Newton's

Warning : Exactly inverting these
matrices require O(m3) and O(n3)

memory, respectively ! ↑

Next
, we dive into several

methods that turn out to

require less memory per idea
tion
,
albeit at the cost

of requiring more of them.



Proximal point method and
fixed points
Instead of developing problem I
algorithmic specific theory, we
will build a general framework
based on the fixed point itea
tion .
As d first example suppose
we wanted to solve

min f(x) fie+ Rus+o)
XE --

with f proper, closed and convex

A simple (and often not even
S method to solreimplementable

this problem
Proximal point method
Input : * E E
D Loop K20 :

*
ke1
< argmin&x +11-x,

proxaf(Xk) .



I am really glad we are( back to two-line algorithms
Asimpleapplication ofa b

calculus Yields
X=proxaf(z)E) (z - x(eff(z).

This will prove useful later on, but
now now can we know that
the prox IS well defined?

Theorem :Let f : E-RRUSINY
-

be a proper, convex , closed

function and ze arbitrary.
Then we have that

inf(f(x) + =1x+z1ky + inf(f
*

(y)+Elly-ziiy
XEE YEE

= 11z112

Moreover, the optimal sol
tions of both problems are

attained by unique X&, y



Additionally , they are charge
terized as the solution of
the feasibility problem

z =x+ y
ye 2f(x).

Proof : Exercise. T
-

Remark. This generalizes the
Pythagorean theorem- simply
take f = z with LE
a subspace, then f= 2+ and

X
*
= Put and yPuz. +




