


Lecture 10

Last time Today
D Linear programming

D Recap
revisited ↓ D Initial point↳ Extreme points D optimality
"Intro toSimplex. is Pivoting

D Finishing
tionRecall our high level descrip

SIMPLEX (INFORMAL)
-Pick a basis Bo s .t . X(Bo) is
T

How to feasible.
find thisguy? jeBi ·eBi

D Loop K20 : & ↓

Update But Bruhiy Kig s
.

t.

How to -> - . x (Bit) is feasible.
ensure Y
this 2 . (TX(Bir) = CT X (B11)

D If x(Bit) is optimal :
- return x(Bi+ 1).How to

check this ?

How to guarantee simplex finishes ?
At what rate of convergence ?



Recall our primal and dual
Feasible

(P) peGint region
X

AEIRMA X 20

(D) de SbAny =0.

strong duality for LPs
Proposition : There are exactly
4 possibilities for LPs :
1) Both primal and dual apeulAxib,
achieved and po =d
2) The primal is feasiblea
the deal infeasible po=-x =d

3) The deal is feasible and
the deal infeasible.

4) Both prival and dual are infea
sible pl = 0 and do= -X.



Proof : Exercise. log

How to find an initial feasible
point?
To findXo we can define
an auxiliary problem (Phase I

approach) :
min G Si
st. Ax +s = b

X20 , S20.

Note that we can always assume
b30 lotherwise we can regate
the corresponding constraint in
(P)). In this case

,
we trially

have that
X =0 , s =b

iS a feasible point . So we

could one simplex to find an opti
mal solution . If the solution Y , 5
such that



↓ (Phase II).
50 = We run simplex

for (P) with Xo = X.

·50 = Declare infeasibility .
How to check if we reached

an optimum ?
Recall from last time that
each standard form BFST is asso
crated to a basis B

I uniquely solves E
ABYB= b
XBO .

This basis doesn't have to be

unique! Indeed
,
we might have

two bases B and B' s
.

t.

App =b and Ap:TBi =b
-E Yzc = 0 E Xpic

= 0
.

In such case, all :E B'u(BI)
have X:= 0. Thus if it BIB",
we have X, =0. (We are getting
zeros we didn't enforce)



Intuition Xz20 determined by
2 of 3 const.

#
in

are
Xero

X
, 2 O

-

Def : We say that BFS is not-

degenerate if for an associated
basis B

,
we have *

B
> 0 . +

To check optimality we can use
the following dual solution

y = ATCB .

Recall y is feasible iff

& c = c - AAC70 ·
Reduced costs.

Theorem : Consider a BFS X
*

-

associated with a basis B
and reduced costs . I



↓) If 20 => X* is a minimizer.

2) If x* is nondegenerate and a

minimizer= 220.

Proof : 1) If :20, then y and
-

*

y-AzC are feasible solutions

and
cix * =CX = CAb = (AzCyl"b = yTb.
Thus
,
X1 and yo have to be optimal.

2) Suppose 7j st. j < 0.
let's imagine we were to more
with in the constraint set
to make Xj=30 for jEB?
Let Y(E) be the unique solution
to

E
Ax =b

E
AgX= b - Aj Xj

Xj = E E)
Xj = E

XB j
=G

*Bij
=0



# E
*B = Art (b-AjE)
Xj = E

*
B2

=0

Intuition *320

X(a)- B= 423

-i=+

x20
- -

X
, 20 +

Since X
*
is not degenerate

Xi320.

=> For small Eso
, Xz(E) >o , and

XB(E) is feasible.

But
,

CTX(q) = I](Ab-AlI



= cA(b-Aja) + CjE
=+ (Cj - AA;
= CTX+ (Cj -Ajy)E
-

< CTX* Cj <0

which contradicts the optimali-
hey of X*

I

Thus, we can use 220 to

check optimality.

Pivoting and reduced
costs E

. F

Let i be a BFS with basis B.

Following our nore losing the
previous proof) it seems natural
to try to more in the

direction

x() = X + Ed with



10) Ats where c
O

I
There are three potential
situations :
D Unbounded case

If d=0, we have a situation like :

By construction
Ax(q) =b and

X(E) 20 VE.

·

TThus,

c X(2) = c * + 2j2- -X as

ETX.

7 Bounded and nondegenerate
case

If Zi s .t
.
d
;
10 and XBz0,

E X(2) violates x(E)
: zo



if , and only if, Xi + Ed; < 0.
(9)-)

T
So we can take
Er=minh-diiB

and

j
*

-angmin[-/dico].A itB

↓ Bounded and degenerate
If Ji st. dico and X is

degenerate &

Then
,
we can

* d have that *
=0.↑

In which caseu we should take
C different d .

Lemma: Pick jeB" if &10 ,



then X(C
*
) is a BFS with

associated basis B = Busj 19 :%

Proof · X (E*) solves-

EAx =be E As :
Y Bl

= b

Xi1 =0 XB = 0.

We need to show that Azi is
inverible. Note that

Abi = (1 ... ... Arm]
replacedAis (assume it wasin the th

column (
= AB + (Aj-Ais) e ,!

Sherman-Morrison states this is

invertible if Ap is invertible
and 1 + eiA(A; =Ais) * 0.
To check the last condition note

1 + eiAB (A, =A ,s) = 1 + eT (d-en)



== di > 0.
This completes the proof . I


