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Everything we will see today was originally
ed by Nesterov .develop
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Question : Can we have a faster-

algorithm that only have access to

gradients? Yes ! We 'll see an alg
for L-smooth in HW you'll handle the

other
In 1983 , Nesteror published a case

.

paper with a mysterious method
.

It updates two sequences :
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To
gain some intuition let's watch

a video
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In this class we "analize this method
.

Theorem : Let f be a convex function
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with L-Lipschite gradient . Then for any
min x*;



fly) - Mino 121
IXo-x*
--

k2

Prof : We start with two Lemmas
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Proof : Identity follows from the formula
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For the second part
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Lemma 2: For any ev-

f(u - 0f(n)) - f(v)c - Ofas
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Proof : Use convexity and DL I

f(n -=0f(u))-f(v) = f(n - 10f(u)) - (f(n) + of(n)"(r-x))
= - log(l+ of(ust(at)
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Our goal is to use these Lemmas
to find a recursion of Gi =f(y,s)-minf.

Apply Lemma 2 with m = Xx , V = Y

Siti-8 = 1Cn +) - f(yn) - 118f(Xn)l+

Vf(X,) = -L(y,+ -xx) ↑ f(Xx)
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Adding up (1-1)(i) + (B) gives
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Multiplying by Dis gives
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Summing up from K=1 to R= T-1 yields
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We just prove that there is an alg .

significantly faster than GD !

AGD with 1000 iterations :

gives the "same"

evros than GD with 1000
,

000!

Lower bounds

Question : Can there be C faster-

algorithm only using gradien↳?
NO ! AGD is the fastest:D
Assumption : The given method produces
--

iterates satisfying S space spannedsubs

- by
Xi = No+ span GUf(X), ..., PfCY,]



For example for GD we have
k-1

Xx = No- : f(Xi) .
This is dimension

↓ dependent
Theorem For any 1 = k = =ed- 1)
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and LI0 ,
there exists a function

f : R
*
-R with L-Lips grad such that
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