
Lecture 6
HW 1 was due an hour ago .
Scribe?
Last time Today
i subdifferential Calculus. D Nonconvex smooth

↑ Gradient Descent I guaranteesAs characterization of
* Descent Lemma L-smooth convey F .

⑧ Stepsizes Better guarantees
for convey ·

Nonconvex smooth opt guarantees
Consider solving min f(x) with L-LipXeIRd
chitz gradient vic

xk
+

4k - x ,Yf(xx)

with No GIR*

Theorem Suppose & is diff with Lips grad
Then for TIO

T- 1

fxl?
-minf)
T

when x: Y, or with exact linesearch .



Moreover
,

1 S- 10f(x) 12 = maxEya'inmin
T

when we use Armijo backtracking . -
consequence 2) T = 21 for yo .
Picking T =1(t) then

JK = 7 st
. 118f(X)l = E .

W Sarning-
· Xi might not converge ! Consider

f(x) = expl- x")

*a:⑲

· Even if xK + x*, the limit might not
be a local min

Exercise : Think of an example where-

this happens .



Prof : We prove it for X, Is He

rest of the proofs are similar.

By DL , we have FK=0

f(xx+ 1) If(x ,)
- 10 f(xIR

Summing all of these up to -1

f(t) = f(x) - - E nof(x)IP

T-1

> [188(x,) 11 = 22[f(X !) - - f(x + )]
k=0

=22 [f(x0) - minf] .

Dividing both sides by I gives the
result . I

-

The reason why we have such slow

converges is that our function can

grow very slowly



x100

#.

When the gradient
iS small

, you don't

move that much

Theorem Assume I is twice diff and-

x
*
is a second-order critical point
↑f(x) = 0 and -2f(xxI

-
min(12f(x))= X -

↑

There exists Exo st if Y = Balx
*
> Fix

then

f(x+1 - f(x4) = (1 -1)(f(x,) - f(x
*))

.2L
+

Intuition
For points where 2nd _order

approximation grows, we have

that if we start

~ close↑ = T =e (() log(-f(Y)



suffice for f(x-) - f(x0) = E .

Proof : Since /min (82f(x)) is conti
-

mors -> 7230 s .t . FXGBq(XY)

↓min (02f(x)) = .

Then
, for any 1151 :3 We can define

Y
,
(t) = f(x + t5) and

Y((l = 4'(0) +S
!
'4"(t) dt

=> 0 f(x* + 5)Ts = 0 + js f(xts)sdt
-

= 51

= I ISII2

= ↓I s II I 11 V &CX+SIII . (i)
I

By Taylor Approximation :



I ISI = f(x
*+3) - (f(x4)+ ois)

=

f(x
* + s) - f(x *) (B)

Combining ( and (D) (A)
2

4 110 f(x + x)/1 I 2 (f(x++ s) - f(x))
2I I

Then
, using DL

f(Xx+1) - f(x) = f(xx) - f(x)
&

Follows
- I8f(x)l

W

from (A) ↳ 11 - (2) (f(x) - f(xx))
.

D

Better guarantees for convex functions
Lemma (Characterization L-smoothness
-

for convex functions (
Suppose that filR

"
-IR is diff and

comey .



Then the following are equivalent
1) I has -Lipschitz gradient
el D . ll? -fCo) is convex

3) A(y) = fex) + 20 f(x), y-x) + Ex-y
Fx,y

4) <01(y) - 0f(x) , y -x) = = 115fly) -xfxll
2

F x,y .

If further I is twice diff the

following are also equivalent to
↓)

the above

5) 02(x) < LI x(LI -yf(x)=0)
Intuition f(x) + > = f(x) ,y-x) + Ex-yIl?

f(y)
3)

*
f(x) + (0f(x) , y -A y



Proof : (2) E) (5) ha = 2 IX-f(x)
is convex

* - 2 h(x) 20

E) (I = + 2f(x)
x

second order characterization

(2) E) (3) ha) = EIX-f(x) is convex

Es h(x) + <0h(x)
, y-x> < hey) by ,X

E (12-f(x) + 1 < x
, y
- x)-(0f(x)

, y-x)

=My12 = f(y)

=) f(y) = f(x) + [0f(x), y -x) + 21x-yn2

(4) = (1) By Carchy-Schwarz

=108(x) -8f(y)l= 110f(x) -0 f(y)11Ix-yI
#

18 f(x) - f(y)1) = Lax-y1

(1) => (3) Taylor Approximation Theorem.


