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L-BFGS

With BFGS , we solved multiple problems
+ We have descent.

+ Local superlinear comergence
- Only have to compute of(X) per ider.
- However

,
we have a storage costof

& O(d). Thus it only works up to

d = 104-105 (on personal).computer

To tackle higher sizes we can forget
gar away iterates

.
















