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you are Excellent!Need to figure doing veryout what ue
~ well . Probablyare missing . missed an

ingredient .



The midterm weight can be anything
between 15 % - 40 %

Lots of room for improvement :
i Final can be north 65 %

↳scribe and come to 0H
.

I Easy too for participation) .
New idea from last class
Instead of using Taylor's approximation , consider

mm(X) = 2x + gn(X-Xx) += (x-xx)"BiCx-x!!

Thus
,
a natural strategy is to

consider

xx+ 1 is such that VMp(Xy) = 0 .
which in turn reduces to
- PKu-L

XR= &1 - B GK
When Bu is

Natural questions :
invertible

.

D How do we pick Be so that we
have descent?



is can me make it cheaper per-
iteration?
We will focus on the first question in

this lecture .

Let's look at the geometry of a Newton

step .

& 28 Wr) is a symmetric , real matrix
land let's assume nonsingular) .
We might take an spectral decomposition :
vef(x) = VLVT cost old)

.

Diagonat . Yorthogonal

n = ( = . =(- )
-

Eigenvalues

r = (ii ... (a) = (v vi)
Eigenvectors



Now we can decompose the Newton step :

Pr = - (v -v ")" 0f(xx)

=-V- v Xf(X ,)

=-f)()(I
->invert diagonals

- - V
+
1 V

,
f(X) - V-" V

_ f(X)
&nee-

A

Pre T

Claim py is a descent" direction Pis [Nf(X)P.-

We can easily check

-tOf = = A f(Xn)TV + +Xf(xn)-f(x,) = 0.tI

symmetrically pis satisfies vf(x)"pic = 0 .

This if all eigenvales are positive -> Descent

all eigenvalues are negative -> Ascent
mixture > could do

and GrF0
anything .

Lemna : If Bis 0
,
then Pi : argmin(gp+ pB,p]

D
-> &Pr <O .



In particular, if qn = 0f(x) , then Pic
is a descent direction .

Proof : Since Bu is positive definite ,-

then pr gP t pBx is strongly
convex , then Pr is well-defined.
Then Pr =

- Bx 94 : the

giP =- gBxGy >0 A

Warning : This doesn't guarantee that we

have f(Xk+) = f(X,) via
v

Xk+1 Xa-Bis Vf(x) .
We only have

f(yx -

+ xPx) = f(xx) + xyf(x)"p+ 0(xY) .
-
[0

Thus we need an stepsize !

Line search could we applied . The Armijo
condition reduces to : for some

ye
(0
, 1)

f(xx - xxPk) = f(Xx) + 44x 9Px
with as exponentially shrinking until this
holde

.



Modified Newton's Method
Consider the following template
Loop k= 0, 1 ...

compute If(X) and "f(Xx)
Smethods -Build BJ0 (Based on 8 fex,)
today .

Compute Pr* B, 1 f(xx)

Pick xx ensuring descent CArmijol
,

xx+ 1 xx + Pk HW5 you'll
prove constantEnd loop . stepsizes also
work

↳ 1

Discard nompositive eigenvalues

↑ Fr
Get the fasterization

82f(xx) = V LVT
EsS"
-

-

-
-

DefineNiti = drag ( :) with

5: = max4 bi , =
as

,

Then take

Bi = V IVY .

The downside is that we loose the "my



nitd" of the negative di
.

We more little when 8fC4) is aligned
with negative components .
Pretty bad unless &"f(X) = aI

,
&

in which case was good too .

Option 2
keep eigenvales with large magnitud ,
but make them positive

OfCx ,) =V-VT
Pick 20 and Set

t = diag(5i) where X
:
= max41: ) , E}

Bi = V V ! #
=> P = - B , , '0f(Xx)

=-ICV
, Va V-)(

-

al~)( )(fn.

=>

= - V
+ ! V f(x) * descent

- I VaV f(X) previous
I ascent

-"Will
space

- V--=V P f(x,) .33



Option 3
shift He entice spectrum
Compute /minmin (V2f(X <))
Pick E>0

11 Amin ?= Bi = 0

Otherwise , set 8 = E-dmin and

Bi = Yf(x,) + 0 1 .

-

clearly
X : (B,)

= Xi-xmin+EIE .

Moreover if p=-(X2f(Yx) + VI)- y f(x)
.

-> as U40
, p--v2f(x ,) (Newton)

-> & fex,)-> as U
,

. xl
SGrade i

Next time we will cover convergence

guarantees .


