
Lecture 8
Last time

I TodayDMcDiarmid's cont Missing claim

= Lipschitz functions of 17 concentration of
Gaussians. the norm

Last time we used the following claim .

Claim (80) : We have that for convex N : IR-IR,
#[P(f(x) - Ef(x))] = EY( <0f(x) , YS),

S

where X
, Y are iid N(OH). t

Proof of Claim (00 : We can introduce y
EY (f(x) - Efly))) = ↓ (((X)-f(y)))
X Y XXY

Jensen's

For each Of [0,/2] , Let

((0) := X cost + Y sin E #t
U(0) = - Y sint + y cost

By the fundamental Theorem of Calculus

f(x) - f(y) = S (800) (0) de
Chain whet S <f(r(s) , (CE) de



Uniform expectation one
Therefore, -
↑ (f(y)- f(x))=(,

Jensen'sDE,(()()do:
Hence,

EFf(y)-f(x))) :FEELOFIU, ((f)()do
It turns out that the integrant is inde
pendent of 0.

Fact:Let z be a random vector with

ChzuN(0, 1) . Then , for any a

matrix st. CalaT = CiCh =I, we have

GzN/O ,
1).

t

Notice that z = (8(0)
,
((0)) = (X , Y) and

(0(0) , (10)) = Goz withGo a rotation
matrix. Thus,

EY(f(X)- Ef(x)) - EY(E(OfIX)
,
Y() .
I



Example (order Statistics) : Suppose
we are given a sample X

.. ..., An . Its

order statistics are given by reordering
X (1) = X(2) = ... < Xins.

In HW 1 we studied the expected value

of Xin) = max X :. Further , we have
Fact (HW2) : For any X

, YERRY,

(c) - Y(1s 1x-y12 Keen] . +
Thus

, if X, , ..., In are ind NO,1), we

obtain that

IPC(Xsix) -EXl = t) = 2e-EY

Concentration of the norm.

Random vectors in high dimensions
are very different from what

you
would expect.

For instance , consider X-Unif (10, 17%.
How much mass do we have in a thin
shell of the hypercube?



Pick Se (0,1) ; then the shell is

10, 1391 18
,
1-8]1

1 36 The probability of this

T set is equal toaT Pa = 1 - (1 - 28)9
-

A

O I

At d = 1
,
then Po = S. But as -,

we have pd-1.

something similar happens with many

high-dimensional grantities of random
rectors

.

-

XXeR
&

Theorem : Suppose X is a random rector

with ind entries with Xisub-Gaussian,
EXi = 0 , and EXi =1. Then,

IP(/IXI12-d/ztd) = zexp(ad(Ent)
IP(IIx1-212tr) <2 explic

Universal const.



Proof : First notice that

↑ ENI2=Ex
Furthermore we had thislemma

from Lecture 6 :

Lemma : Suppose Y , z are sub-Gaussian,
-

then
11 yzlly, E MylvelEy t

Therefore ·
Different constants
E ↓

11X - 1 /ly
,

= CIIX : Il un - CIxilla= co?
Invoking Bernstein's inef
P(lYI: - 1 (zt) = P([Wi- 1) (st)
(A) - 2 exp)c(t))
10 -

: zexp) (tt])
.



This proces the same bound
,
we will

now use it to prove the second
one. Notice that

12-11 > S => 1z1l = 12-11/2+1

- S : /z + 11

Further 12 +1121 and 12+1/ = 12-1128.

12-1/>S - 122-112 maxd8
, 829

Therefore,
P1-11 = S) =PIN-11 = & v5)
(*) with -12exp(c)
t = Sug"

i

This means that in high dimen-

sions

X

F F
-



The norm of11X12a with
constant size deviations .


