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D Ridge Regression D Radamacher com
①Random design I plexity

D Polynomial discri↳ Beyond linear I minationfeatures

Radamacher complexity
We have been studying the relationship
between

min [l(0, zi) and min #T
GE Z

In what follows we will try to understand
how to bound the uniform distance between
these two·

Goal : Consider Xin ID taking values-

on some set X and let f be a

family of functions of the form1 : X- > IR
Our aim is to bound

llPn-IPIIc := Sup/1fi) - Ef(x))fe +



Note that unlike before we will not

focus on a specific F.
The following measure of complexity
will be instrumental.
Def : The Radamacher complexity of-

a set AIR" is given by Some
Y people

C(A) := Sup1(a, ell , define itwithout
atA 1- 1 .

with E = (E,,..., En) with Ei id Rada
macher random variables. -

A geometric interpretation : the support
function of a set A is

OA(v) = sup <v , a)
aEA

Notice that ifv has room 1,
then -Why?
"Width of A = GA(v) + On(-v)
in the direction"

v Moreover

O RASEG)
↑



Define
f(x) = ((f(X , ,

. . .

, f(xn)) : fEFY .

IPDef : Given a distribution
-

The Radamacher complexity of
I is

Rn(F) := Ex R(GF(X))

=upf]]
↑

Theorem : For any n21,-

E11In-DIc = 2Rn(F) .
j
A lower bound also holds IWainwright

Propa. 11)

Proof Let y, ... An
Id p and-

indepen dent of X. Then,

EllPh-IPIIF

- E(i)-i



= E [SuPIG(il- flyi)]X

X
Jensen's

= E(sup1n E(f(x) - fil) 17
X,Y Jef

symmetric rv.
-

·F [SIZE : (f(x) - f(yi)))]
= 2 (sup [if(xi))]
[2Rn(F). I

We also obtain high probability
bounds whenF is bounded.

Theorem : Suppose F satisfies-

llf10 = sup If(x)l b Yf-F.
XEX

Then
, for any not , tzo,

IP(lIPn-IPIIE = 2RulF) + t) =
1-e-



Proof : This is a consequence of-

McDiamid's inequality. It suffices
to show the bounded different
ce property with bound 26

.

Th

Set f(x)= f(x) - Ef(x). Then

/In-ply = supIxi))
Jef

Let x'differ from X only in
its its component. Fix any
gef , then

↑

It [g(Xi)1- SUPE
- 1 Egill-In[g(x: ))
= It (g(xi) -g(x)))
[2b/n ;



take sup and swap the role
geF

of X and X to establish the
bound. I

Classes with polynomial discri
mination

We transform our problem into
bounding Radamacher complexi
ties . Next we develop tools to
do so.

Def : F has polynomial discrimi
nation of order U21 If
Unz 1 and Ex, ..., XnEX,

# F(X, , . . .. Xn) < (n+1) +
Note that even in the simple
case where #Jef Imgf =CI1y
we can have

# F(X , 1 . . .,Xn)
= 2!



Proposition : suppose I has
polynomial discrimination of
order U. Then

Rn(F) & #[SP
Proof : The proof relies on the
-

following lemma

Lemma : suppose ARRY

R(A) I max 11 a 11
, Fog(A)

↓ aEA +
Remember our bound for max of sub-Gaussians.
Recall that

Rn(F) = ER(F(X))

max
The final bound follows since F
has polynomial dicrimination. I



In particular if F is b-bounded,
then -

log(nti)Rn(F) b- &

u

Example : Consider t to be
-

2013 -valued indicator functions
of half-intervals

f+ (x) =
= if X It,E G otherwise.

Recall the order stats : X, ... 1 Xin,()

(f() .... f(x)) = (1 , . . ., I , 0, . . ., 0) .

& ↑
First Xii) > t

Thus, # F(X) = n+1 · T

Corollary (Gliven Ko-Cantelli) : Let
F(t) = P [X =t]

andIn be the empirical CDF
using n iid samples Xi-IP.

Then, for all S20,



1[1IEn-Fllx ?4log ]
= e-n5%.
t


